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Abstract

This paper is concerned with the stability analysis and stabilization of periodic

piecewise positive systems. By constructing a time-scheduled copositive

Lyapunov function with a time segmentation approach, an equivalent stability

condition, determined via linear programming, for periodic piecewise positive

systems is established. Based on the asymptotic stability condition, the spectral

radius characterization of the state transition matrix is proposed. The relation

between the spectral radius of the state transition matrix and the convergent

rate of the system is also revealed. An iterative algorithm is developed to

stabilize the system by decreasing the spectral radius of the state transition

matrix. Finally, numerical examples are given to illustrate the results.

KEYWORD S

decay rate, periodic piecewise systems, positive systems, stability, stabilization

1 | INTRODUCTION

Positive systems, whose state is always in the nonnega-
tive orthant, have drawn increasing attention in recent
decades. Due to the positivity of the state, the systems
feature a couple of advantages in theoretical research,
including decrease of the complexity of stability condi-
tions [1, 2], simplification of the characterization for
some input–output gains, like L1- and L-gains, which
were first considered in Briat [3], and reduction of

conservativeness of conditions for stability and input–
output gain analysis for some kinds of positive systems
[4, 5] and therefore have a wide range of applications in
engineering fields, including disease transmission [6],
population dynamics [7], networked fluid flow [8], and
spacecraft rendezvous process [9].

Different kinds of systems with positivity have been
investigated, including Markov jump systems [6, 10, 11],
periodic systems [12, 13], singular systems [14–16],
switched systems [17–19], and time delay systems [20, 21].
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For linear continuous time-invariant positive systems, the
stability, L1-, and L-gain can be characterized by the lin-
ear inequality. This represents a significant reduction of
the number of decision parameters for analyzing the sta-
bility of positive systems when compared with the linear
matrix inequality (LMI) approach for that of general lin-
ear systems. Therefore, linear programming formula-
tions, which are based on linear copositive Lyapunov
functions, have been developed to study stability and
input–output gain of different kinds of positive systems.

As a special kind of positive systems, periodic piece-
wise positive systems have numerous applications,
including traffic systems [22] and medical treatments
[23]. In previous work, the above applications were
always modeled as positive switched systems, which can
be found in Blanchini et al. [8] and Xiang et al. [24]. By
ignoring the inherent periodicity and fixed time interval
of each subsystem, the obtained results are more conser-
vative for those practical applications. By using periodic
piecewise positive systems for characterization, the
obtained analytical results will be sharper. In recent
years, increasing attention has been paid to periodic
piecewise systems [25–27], which can be seen as a special
kind of switched systems consisting of several time-
invariant subsystems [28]. However, to our best knowl-
edge, few results have been reported on the periodic
piecewise positive systems due to the difficulties in char-
acterizing the equivalent stability condition and incorpo-
rating the positivity constraint in stabilization. Therefore,
in this paper, we are concerned with the stability and sta-
bilization of the periodic piecewise positive systems.

In order to analyze the stability condition and stabili-
zation of periodic piecewise positive systems, we should
first review the previous results for periodic piecewise
systems. For periodic piecewise systems, the existing
results can be seen as the extension of the results for
switched systems under dwell-time constraint [29, 30].
Since the switching order and the interval of each subsys-
tem are fixed, the applied Lyapunov function changes
from a subsystem-based one to a time-based one and the
number of LMIs reduces significantly. Furthermore, due
to the periodic property, for periodic piecewise systems
with time delay, the initial states of the systems can be
determined and the control synthesis can be achieved in
forms of LMIs. Although extensive research efforts have
been focused on stability condition and control synthesis
of periodic piecewise systems, the conditions of the stabil-
ity and stabilization are still subject to some defects,
which are listed as follows:

• There are some drawbacks in obtaining linear condi-
tions for stability. For the stability condition of periodic
piecewise systems, a necessary and sufficient condition

can be characterized through the spectral radius of the
state transition matrix [26]. However, such a condition
is nonlinear in the system matrix parameters. Hence, it
is hard to be applied to obtaining conditions for stabili-
zation and characterization of the input–output gain
that are linear in the system matrix parameters. To
overcome these difficulties, Zhu proposed a novel
event-triggered feedback controller for nonlinear sys-
tems in Zhu et al. [31]; the authors in Li et al. [26]
applied a discontinuous Lyapunov function to obtain a
sufficient stability condition in terms of LMIs. In sub-
sequent research [32], even though the authors pro-
posed different kinds of Lyapunov functions to
decrease the conservativeness of the stability condi-
tions characterized by the system matrix, the necessity
of the condition cannot be guaranteed.

• It is hard to strike a balance between the complexity of
the stabilization algorithm and the conservativeness of
the stability condition. When using a linear time-
varying Lyapunov function to characterize the stability
condition, the applied Lyapunov function can be con-
tinuous or discontinuous. For the discontinuous one,
the stability condition is less conservative. However,
the number of unknown parameters to be designed is
large and coupling between those parameters exists.
When fixing some unknown parameters of discontinu-
ous Lyapunov functions or applying continuous Lya-
punov functions to turn the stabilization problem into
an LMI problem, the conservativeness of the stability
conditions increases. Furthermore, for nonlinear Lya-
punov function like the one with the matrix polyno-
mial approach [32], a similar dilemma exists.

The above difficulties also exist in both periodic piece-
wise positive systems and positive switched systems
under dwell-time constraint. In addition, as the positivity
of the state should be guaranteed, it will be of ever-
increasing difficulty to design controllers for the systems.
Recently, some research on stability analysis and stabili-
zation of linear continuous switched positive systems
under dwell-time constraint can be found in earlier
studies [17, 24, 33, 34]. By analyzing the stability via
copositive or diagonal Lyapunov function, some
sufficient stability conditions are provided. In the above-
mentioned works, the positivity of the state is only
applied to decreasing the number of unknown parame-
ters in the condition, and the conservativeness of the
condition cannot be reduced when the system is a posi-
tive system. In Xiang et al. [24], even though the stability
condition becomes less conservative by dividing a coposi-
tive Lyapunov function into a number of pieces over a
subsystem, the condition is still a sufficient stability
condition and is difficult to be applied to stabilize the
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systems. Motivated by the challenging difficulties
mentioned above, we endeavor to present new results of
the stability and stabilization of the periodic piecewise
positive systems.

In this paper, a time segmentation approach and a
corresponding time-scheduled copositive Lyapunov func-
tion are proposed. Based on the Lyapunov function, an
equivalent asymptotic stability condition is derived. Fur-
thermore, based on the established equivalent asymptotic
stability condition, the stabilization problem is solved by
an iterative algorithm. The main contributions of this
paper are given as follows:

1) Stability: We construct a novel interpolation function
of the time-scheduled copositive Lyapunov function
to analyze the stability. With the knowledge of the
state transition matrix, we do further research to
extend the result in Zheng and Wang [35]. The time
segmentation approach and the interpolation function
eliminate the conservativeness in the stability
condition.

2) Spectral radius characterization: We show that the
spectral radius of the state transition matrix of the
periodic piecewise positive systems can be estimated
by linear inequalities. With the increase of the num-
ber of inequalities, the estimated spectral radius
decreases and finally converges to the true spectral
radius. Instead of using the matrix polynomial
approach in Li et al. [32], we give a new perspective
to accurately estimate the convergent speed of the
state by taking the advantage of the positivity
property.

3) Stabilization: Our copositive Lyapunov function is
continuous in each period. Compared with the dis-
continuous function in Zhu et al. [36], the number of
designed parameters decreases, and the complexity of
the control synthesis algorithm is reduced. Further-
more, by minimizing the spectral radius of the state
transition matrix, a local minimum could be obtained
by the proposed algorithm.

The rest of this paper is organized as follows. The def-
initions of positivity and asymptotic stability of a periodic
piecewise positive system and some useful preliminaries
are given in Section 2. The stability, spectral radius char-
acterization, and stabilization issues of the periodic piece-
wise positive systems based on a time-scheduled
copositive Lyapunov function are investigated in
Section 3. Examples to illustrate the effectiveness of the
obtained results are presented in Section 4, and Section 5
concludes the paper.

Notation: ℝn denotes the set of all n-dimensional real
vectors, ℝm�n denotes the set of all m�n real matrices.
AT denotes the transpose of matrix A. T� denotes the

left-hand limit of T. v½j� denotes the j-th element of vector
v. A½ij� denotes the i, j-th element of matrix A.
diagða1,a2,…,anÞ denotes a diagonal matrix with ele-
ments a1,a2,…,an. ϖiðAÞ denotes the i-th eigenvalue of
matrix A. ρðAÞ¼ max i¼1,2,…,n jϖiðAÞjf g denotes the spec-

tral radius of matrix A�ℝn�n.
Q jn

j¼j1
Mj ¼MjnMjn�1

…Mj1

denotes the product of n matrices Mj1 ,Mj2 ,…,Mjn . 1n
denotes the n-dimensional column vector with each entry
equals to 1. In denotes the n�n-dimensional identity
matrix. ℕ¼ 0,1,2,…f g, and ℕþ ¼ 1,2,…f g. ℝn

þ (ℝn
0,þ)

denotes the set of all n-dimensional real vectors whose
entries are positive (nonnegative), ℝm�n

þ (ℝm�n
0,þ ) denotes

the set of all m�n real matrices whose entries are posi-
tive (nonnegative). Mn�n denotes the set of all n�n Met-
zler matrices whose off-diagonal entries are nonnegative.
v≻ ð≥ Þ0 means v is a positive (nonnegative) vector and
satisfies v�ℝn

þ ℝn
0,þ

� �
. A≻ ð≥ Þ0 means A is a positive

(nonnegative) matrix and satisfies A�ℝm�n
þ ℝm�n

0,þ
� �

. For

two vectors v1 and v2, v1 ≻ ≥ð Þv2 means v1� v2 is a posi-
tive (nonnegative) vector. For two matrices A and B,
A≻ ≥ð ÞB means A�B is a positive (nonnegative) matrix.

For a matrix A�ℝn�m, LRðAÞ¼ min i¼1,2,…,n ðjAj1mÞ½i�
n o

LCðAÞ¼ min i¼1,2,…,m 1TnjAj
� �� �� �

, where jAj ¼ ja½ij�j
� �

and

LRðAÞ¼LC AT
� �

. For a vector v�ℝn,

vk k ¼ max i¼1,2,…,n jv½i�j
� �

. For a matrix A�ℝn�m,

Ak k ¼ sup vk k¼1 Avk k ¼ jAj�1mk k. For a vector v�ℝn,

vk k1 ¼
Pn

i¼1jv½i�j. For a matrix A�ℝn�m,

Ak k1 ¼ sup vk k1¼1 Avk k1 ¼ AT
�� ��.

2 | PROBLEM FORMULATION
AND PRELIMINARIES

Consider a periodic piecewise system given as follows:

_xðtÞ¼AðtÞxðtÞþBðtÞuðtÞ, ð1Þ

where xðtÞ�ℝnx and uðtÞ�ℝnu are the state vector and
control input, respectively. AðtÞ¼AðtþTpÞ and BðtÞ¼
BðtþTpÞ for all t≥ 0, and Tp >0 is the fundamental
period. Furthermore, the time-varying matrices AðtÞ, BðtÞ
satisfy AðtÞ¼AσðiÞ and BðtÞ¼BσðiÞ, when
t� ti�1,σðiÞ�1, ti,σðiÞ
� �

for any i� 1,2,…,mf g, where
σð1Þ,σð2Þ,…,σðmÞð Þ is a cyclic permutation of 1,2,…,mð Þ
and t0,σð1Þ�1 ¼ 0 and tm,σðmÞ ¼Tp. We also define the time
interval TσðiÞ ¼ ti,σðiÞ � ti�1,σðiÞ�1. According to Zhu et al.
[36], when uðtÞ¼ 0, some basic definitions and lemmas
of system (1) on positivity and stability are recalled.

Definition 1 Positivity. A periodic piece-
wise system (1) is said to be positive if for any
initial state xð0Þ≥ 0 and any cyclic
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permutation of σð1Þ,σð2Þ,…,σðmÞð Þ, its state
xðtÞ is in the nonnegative orthant for all
t≥ 0.

Definition 2 Stability. A periodic piecewise
system (1) is said to be asymptotically stable if
system (1) is Lyapunov stable and for any
nonnegative initial state, the state trajectory
xðtÞ asymptotically converges to zero.

Lemma 1 Positivity and stability condi-
tions [36]. Consider a periodic piecewise pos-
itive system (1) with uðtÞ¼ 0. The positivity
and stability conditions are given below:

(i) System (1) is positive if and only if Ai is Met-
zler for all i� 1,2,…,mf g;

(ii) System (1) is asymptotically stable if and only
if
Qm

i¼1e
AiTi is a Schur matrix.

Furthermore, some properties of general matrices,
nonnegative matrices, and Metzler matrices which will
be used in the following are recalled.

Lemma 2 [37]. For a nonnegative matrix
Q�ℝn�n

0,þ , some properties are given as
follows:

(i) Q is a Schur matrix if and only if there exists a
vector p�ℝn

þ such that Qp≺ p.
(ii) For a scalar γ �ℝ, Q satisfies ρðQÞ< γ if and

only if there exists a vector p�ℝn
þ such

that Qp≺ γp.

Lemma 3. Given a Metzler matrix Q�Mn�n,
when ρðQÞ<1, In�Qð Þ�1 exists and
In�Qð Þ�1 is a nonnegative matrix.

Lemma 3 can be directly derived from the property of
Metzler Huwitz matrix in Berman and Plemmons [37].
Therefore, the proof is omitted here.

Lemma 4 [38]. Given a matrix Q�ℝn�n and
a scalar M �ℕþ, when M! ,
In� 1

MQ
� ��M ! eQ.

In addition, some properties of -norm and function
LRð�Þ LCð�Þð Þ are given as follows.

Lemma 5 [39]. For a matrix Q�ℝn�n

satisfying Qk k <1, the inequality
1þ Qk k� ��1 ≤ ðIn�QÞ�1�� ��

gg≤ 1� Qk kð Þ�1

holds.

Lemma 6. For two nonnegative matrices
Q�ℝn�l

0,þ and R�ℝl�m
0,þ , the following state-

ments hold:

(i) LRðQRÞ≥LRðQÞLRðRÞ;
(ii) LCðQRÞ≥LCðQÞLCðRÞ.

Proof. Statement (i) is proved in the
following:

LR QRð Þ ¼ min
i¼1,2…,n

Xm
j¼1

Xl

k¼1

q ik½ �r kj½ �

¼ min
i¼1,2,…,n

Xl
k¼1

Xm
j¼1

q ik½ �r kj½ �

≥ min
i¼1,2…,n

Xl

k¼1

q ik½ �

 !
LR Rð Þ¼LR Qð ÞLR Rð Þ:

ð2Þ

According to inequality (2), we have

LCðQRÞ¼LRðRTQTÞ≥LRðRTÞLRðQTÞ¼LCðQÞLCðRÞ

holds, and statement (ii) is proved.

Lemma 7. For a Metzler matrix Q�Mn�n,
when ρðQÞ<1, the following statements hold:

(i) LR In�Qð Þ�1� �
≥ 1þ Qk k� ��1

;
(ii) LC In�Qð Þ�1� �

≥ 1þ Qk k1
� ��1

.

Proof. Assume In�Qð Þ�11n ¼ v1 and
1þ Qk k� ��1

1n ¼ v2. According to Lemma 3,
v1 ≻ 0 and v2 ≻ 0, when ρðQÞ<1. Then the fol-
lowing two equations hold:

In�Qð Þv1 ¼ 1n, ð3Þ

1þ Qk k� �
v2 ¼ 1n: ð4Þ

Subtracting (3) from (4), we have
v1�Qv1� v2� Qk kv2 ¼ 0, and hence
v1� v2�Qv1þQv2�Qv2� Qk kv2 ¼ 0, which
gives

In�Qð Þ v1� v2ð Þ¼Qv2þ Qk kv2: ð5Þ

Since �Q1n ≼ Qk k1n, Equation (5) gives
v1� v2 ¼ In�Qð Þ�1 Qþ Qk kIn

� �
1n 1þ Qk k� ��1 ≥ 0. It

implies LR In�Qð Þ�1� �
≥ 1þ Qk k� ��1

, which proves
statement (i). The proof of statement (ii) is similar to
statement (i), thus omitted here.
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3 | MAIN RESULTS

3.1 | Stability analysis

Based on the transition matrix of system (1) and the
properties of nonnegative matrices and Metzler
matrices, an equivalent stability condition of system (1)
in terms of state transition matrices is first
discussed in this subsection. Theorem 1 below gives
several equivalent stability conditions for
system (1).

Theorem 1 Stability characterization via
state transition matrices. Consider periodic
piecewise positive system (1) with uðtÞ¼ 0, the
following statements are equivalent:

(i) System (1) is asymptotically stable;
(ii) Matrix

Qm
i¼1e

AiTi is a Schur matrix;
(iii) There exists a vector p�ℝ

nxþ such thatQm
i¼1e

AiTi
� �

p≺ p;
(iv) For any set of vectors vi �ℝ

nxþ , there exist a sca-
lar k>0 and a set of vector p0i �ℝn

þ such
that

eAiTip0iþkvi ¼ p0iþ1, i¼ 1,2,…,m, ð6aÞ

p0mþ1 ≺ p01: ð6bÞ

Remark 1. Combining Lemma 1 and
Lemma 2, one can find that conditions (i),
(ii), and (iii) are equivalent. The equiva-
lence of condition (iv) could be seen as an
alternative way to revise the sufficient con-
dition of Theorem 2.1 in Bougatef et al.
[40] to a necessary and sufficient one,
which has also been addressed in Remark
2.5 of Ait Rami and Napp [12]. By intro-
ducing a set of strictly positive vectors vi,
one can always guarantee the strictly positiv-
ity of the set of vectors p0i.

One can see that the asymptotic stability conditions
always contain matrix eAiTi in Theorem 1. It is hard to
use these conditions to design a feedback controller of
system (1) directly. By applying a time segmentation
approach to each subsystem and constructing a time-
scheduled copositive Lyapunov function, the asymptotic
stability condition of system (1) can be solved via linear
inequalities, and a sufficient condition is given in
Proposition 1.

Proposition 1. Given a scalar M �ℕþ, peri-
odic piecewise positive system (1) with uðtÞ¼
0 is asymptotically stable if there exist a set of
vectors pi,j �ℝ

nxþ , i¼ 1,2…,m, j¼ 1,2,…,M,
such that

AT
i pi,j�1�

M
Ti

pi,j�1þ
M
Ti

pi,j ≺ 0, ð7aÞ

AT
i pi,j�

M
Ti

pi,j�1þ
M
Ti

pi,j ≺ 0, ð7bÞ

pi,M ¼ piþ1,0, i¼ 1,2…,m�1, ð7cÞ

pm,M ≻ p1,0: ð7dÞ

Proposition 1 can be seen as an extension of Theo-
rem 2 in Zhu et al. [36] by applying time segmenta-
tion to the time interval of each subsystem into M
parts. It can also be found as one computational
approach in Briat [41]. Thus, the proof of Proposition 1 is
omitted here. Based on the similar idea of applying the
periodic time-scheduled copositive Lyapunov functions
to analyze stability, one can also use linear inequalities to
characterize the stability condition and input–output
gains of continuous time positive periodic systems in pre-
vious studies [13, 42].

In an earlier study [24], Xiang et al. extended their
previous results for general switched systems in Xiang
et al. [43] to switched positive systems. It is concluded
that, for a Hurwitz Metzler matrix A�Mn�n, there exist
a sufficiently large M and a set of vectors pj �ℝn

þ such
that

ATpj�1þ
M
T

pj�pj�1

	 

≺ 0, j¼ 1,2,…,M, ð8Þ

ATpjþ
M
T

pj�pj�1

	 

≺ 0, j¼ 1,2,…,M, ð9Þ

hold, with pj ¼ eA
T T�tjð ÞpM þ T� tj

� �
ϕ, where tj ¼ jT=M,

ϕ≻ 0 and ATϕ≺ 0. In the i-th subsystem, let Ai 7!A and
pi,j 7!pj; one can find that inequalities (7a) and (7b) are
the same as (8) and (9). For periodic piecewise positive
systems, the subsystem may be unstable and matrix Ai

needs not be Hurwitz. By relaxing the conditions in
Xiang et al. [24], Lemma 8 will show that, for any Met-
zler matrix A, one can find a sufficiently large M such
that conditions (8) and (9) hold and p0 and pM satisfy
p0 ¼ eA

TTpM þTϕ, where ϕ≻ 0.
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Lemma 8. Given a Metzler matrix A�Mn�n

and a scalar T >0. For any vector p�ℝn
þ and

scalar k>0, there exist a set of vectors
pj �ℝn

þ, a vector v�ℝn
þ and sufficiently large

scalar M �ℕþ such that the following condi-
tions hold:

ATpj�1�
M
T
pj�1þ

M
T
pj ≺ 0, j¼ 1,2,…,M, ð10aÞ

ATpj�
M
T
pj�1þ

M
T
pj ≺ 0, j¼ 1,2,…,M, ð10bÞ

p0 ¼ eA
TTpþkv, ð10cÞ

pM ¼ p: ð10dÞ

Proof. First, a set of vectors pj is defined as
follows:

pj ¼ pj�1þ
T
M

ϕj, j¼ 1,2,…,M, ð11Þ

pM ¼ p, ð12Þ

where ϕj ¼ð�~AMÞMþ1�j
kq�ATp
� �

, ~AM ¼ T
MAT� In
� ��1

and q≺ 0 is an arbitrary vector. We let M satisfy
M >TρðAÞ. According to Lemma 3, ~AM exists and sat-

isfies ~AM ≼ 0. Since �~AM is a full rank nonnegative

matrix, T
M

PM
l¼1 �~AM
� �lh i

q≺ 0, when q≺ 0. Define

p0 ¼ eA
TTpþkv. By substituting p0 into (11) and (12), we

have

v ¼ 1
k

p0� eA
TTp

	 


¼ 1
k

p� T
M

XM
l¼1

ϕl� eA
TTp

 !

¼ 1
k

pþ
XM
l¼1

�~AM
� �l�1 �~AM

� �
p�p

� �( )

� T
M

XM
l¼1

�~AM
� �l" #

q� 1
k
eA

TTp

¼ 1
k

�~AM
� �M

p� eA
TTp

h i
� T

M

XM
l¼1

�~AM
� �l" #

q:

ð13Þ

Based on the property of matrix norm

(Page 290 of [39]), vector � T
M

PM
l¼1 �~AM
� �lh i

q

in (13) satisfies the following inequality:

� T
M

XM
l¼1

�~AM
� �l" #

q ≼ � T
M

XM
l¼1

�~AM
� �l" #

q

�����
�����1n

≼
T
M

XM
l¼1

�~AM
� ��� ��l �qk k1n

¼ T
M

XM
l¼1

In� T
M

AT

� ��1
�����

�����
l

� �qk k1n:

ð14Þ

According to Lemma 5, when
M >T AT

�� �� ≥TρðAÞ, the right-hand side of
inequality (14) gives

T
M

XM
l¼1

In� T
M

AT

� ��1
�����

�����
l

�qk k1n

≼
T
M

XM
l¼1

1

1� T
M AT
�� ��

 !l

�qk k1n

≼
T
M

XM
l¼1

1

1� T
M AT
�� ��

 !M

�qk k1n

¼T 1
1�T

M ATk k
� �M

�qk k1n:

ð15Þ

Function 1� T
M AT
�� ��	 
�M

monotonically

decreases for M >T AT
�� �� as M increases.

Choose M ∗ such that M ∗ �ℕþ and
M ∗ >T AT

�� ��. When M ≥M ∗ , (15) satisfies

the following inequality:

T
M

XM
l¼1

1

1� T
M AT
�� ��

 !M

�qk k1n ≼T‾δM ∗ �qk k1n, ð16Þ

where ‾δM ∗ ¼ 1� T
M ∗ AT
�� ��	 
�M ∗

. Inequality (16) gives

an upper bound of vector � T
M

PM
l¼1 �~AM
� �lh i

q; a lower

bound of the vector is given in what follows. According
to the definition of LRð�Þ and Lemma 6, one has

�T
M

XM
l¼1

�~AM
� �l

q ≥
T
M

XM
l¼1

LR �~AM
� �lh i

LRð�qÞ1n

≥
T
M

XM
l¼1

LR �~AM
� �� �lLRð�qÞ1n

¼ T
M

XM
l¼1

LR In� T
M

AT

� ��1
" #( )l

LRð�qÞ1n:
ð17Þ

According to Lemma 7, the right-hand
side of (17) gives
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T
M

XM
l¼1

LR In� T
M

AT

� ��1
" #( )l

LRð�qÞ1n

≥
T
M

XM
l¼1

1

1þ T
M AT
�� ��

" #l
LRð�qÞ1n

≥T 1
1þT

M ATk k
 �M

LRð�qÞ1n:

ð18Þ

Function 1þ T
M AT
�� ��	 
�M

monotonically decreases for
M ≥M ∗ as M increases. The right-hand side of inequal-
ity (18) gives

T 1
1þT

M ATk k
 �M

LRð�qÞ1n

≥T lim
M!

1
1þT

M ATk k
 �M( )

LRð�qÞ1n

¼TδLRð�qÞ1n,

where δ¼ e�T ATk k . According to (16) and (18), the sum
of � T

M ð�~AMÞlq is bounded and satisfies

0≺TδLRð�qÞ1n ≼ � T
M

XM
l¼1

�~AM
� �l

q≼T‾δM ∗ �qk k1n:

According Lemma 4, for any Metzler matrix A and a sca-
lar k, there exists a scalar M ∗ ∗ ≥M ∗ such that

�1
k

�~AM
� �M � eA

TT
��� ���pþTδLRð�qÞ1n ≻ 0

holds for all M ≥M ∗ ∗ . When M ≥M ∗ ∗ , v is bounded
and satisfies

0≺ v≼T‾δM ∗ �qk k1nþTδLRð�qÞ1n:

According to (10c) and (10d), p0 and pM are positive
vectors. Then the positivity of vector pj, where
j� 1,2,…,M�1f g, is proved in the following.
According to equalities (11) and (12), pj can be written as
follows:

pj ¼ �~AM
� �M�j

p� T
M

XM�j

l¼1

�~AM
� �l" #

kq,

where j� 1,2,…,M�1f g. Since �~AM is a full rank non-
negative matrix, pj �ℝn

þ for all j� 0,1,…,Mf g. By
substituting (11) and (12) into the left-hand side of
inequality (10a), we have

ATpM�1�
M pM�1�pMð Þ

T
¼ATpþ In� T

M
AT

� �
ϕM

¼ATp� ~A
�1
M

~AMðATp�kqÞ
¼ kq≺ 0:

ð19Þ

Furthermore, the relation between ATpj�1�M
T pj�1þM

T pj
and ATpj�2�M

T pj�2þM
T pj�1, for j� 2,3,…,Mf g are as

follows:

ATpj�2�
M pj�2�pj�1

	 

T

� ATpj�1�
M pj�1�pj
	 


T

2
4

3
5

¼ In� T
M

AT

� �
ϕj�1�ϕj

¼ In� T
M

AT

� �
�~AM
� �Mþ2�j

kq�ATp
� �

� �~AM
� �Mþ1�j

kq�ATp
� �

¼ 0:

ð20Þ

Combining (19) and (20),

ATpj�1�
M
T
pj�1þ

M
T
pj ¼ kq≺ 0 ð21Þ

holds for all j� 1,2,…,Mf g. By substituting (11) and (21)
into the left-hand side of (10b), equation

ATpj�
M
T
pj�1þ

M
T
pj ¼ATpj�ATpj�1þkq

¼ T
M

ATϕjþkq

holds for all j� 1,2,…,Mf g. For a given M ≥M ∗ ∗ , ATϕj

satisfies

ATϕj ≥ �‾δM ∗ kATq� AT
� �2

p
��� ���1n, ð22Þ

ATϕj ≼ ‾δM ∗ kATq� AT
� �2

p
��� ���1n, ð23Þ

where j� 1,2,…,Mf g. Inequalities (22) and (23) show that
function ATϕj is bounded and cannot go to infinity when
M goes to infinity. In other words, for any Metzler matrix
A and scalar k>0, there exists a scalar M ∗ ∗ ∗ ≥M ∗ ∗

such that

T
M

‾δM ∗ kATq� AT
� �2

p
��� ���1nþkq≺ 0
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holds for all M ≥M ∗ ∗ ∗ . Therefore, for a given q≺ 0,
when M ≥M ∗ ∗ ∗ , inequality T

MATϕjþkq≺ 0 holds for all

j� 1,2,…,Mf g. When M ≥M ∗ ∗ ∗ , there exist a set of vec-
tors pj �ℝn

þ and a vector v�ℝn
þ such that condition

(10) holds, which proves Lemma 8.

Remark 2. According to (13), the value of v is
affected by k, ~AM , p and M. For any k, one
can always let 1

k �~AM
� �M � eA

TT
h i

p≺Λ, where
Λ is a given positive vector, by increasing M.
Therefore, for any k, the value of v is less than
a certain positive vector. In other words,
when k goes to 0, v will not go to infinity.

According to Lemma 8, we give the relation between
a set of positive vectors pi and a Metzler matrix A, when
the number of the vectors is sufficiently large. By
substituting the relation into Theorem 1, the necessity of
condition (7) in Proposition 1 is proved when M is suffi-
ciently large, and Theorem 2 is given.

Theorem 2 Stability characterization via
system matrices. Given a periodic piecewise
positive system (1) with uðtÞ¼ 0. The system is
asymptotically stable if and only if there exist a
sufficiently large M and a set of vectors
pi,j �ℝ

nxþ satisfying condition (7), for i¼
1,2,…,m, and j¼ 1,2,…,M.

Proof. The sufficiency of condition (7) has
been proved in Proposition 1. The necessity of
Theorem 2 is proved by contradiction. We
start by assuming that the periodic piecewise
positive system (1) with uðtÞ¼ 0 is asymptoti-
cally stable, and there do not exist a set of vec-
tors pi,j �ℝ

nxþ such that condition (7) holds for
any M �ℕþ. According to Lemma 8, there
exist a sufficiently large scalar M �ℕþ and a
set of vectors pi,j �ℝ

nxþ such that (7a)–(7c)
hold, and the vectors pi,0 and pi,M satisfy
pm,M ¼ p, pi,0 ¼ eA

T
i Tipi,M þkvi, i¼ 1,2,…,m, for

any vector p�ℝ
nxþ and any scalar k>0, where

vi satisfies that 0≺ vi ≼ ‾vi and ‾vi is indepen-
dent of k. Based on the assumption, there do
not exist a scalar k>0 and a set of vectors
p0i �ℝ

nxþ such that

eA
T
mþ1�iTmþ1�ip0iþkvmþ1�i ¼ p0iþ1, i¼ 1,2,…,m, ð24Þ

p0mþ1 ≺ p01, ð25Þ

where 0≺ vi ≼ ‾vi, p01 ¼ pm,M ¼ p, and p0i ¼ pmþ2�i,0, for
i¼ 2,…,mþ1. When conditions (24) and (25) do not

hold, Theorem 1 indicates that ρ
Qm

i¼1e
AT
mþ1�iTmþ1�i

	 

≥ 1

and ρ
Qm

i¼1e
AiTi

� �
≥ 1. Since system (1) is asymptotically

stable, the spectral radius of the state transition matrixQm
i¼1e

AiTi is less than 1. It contradicts the assumption,
and the necessity of Theorem 2 is proved.

Remark 3. By applying the time segmentation
approach and utilizing the positivity of the
state transition matrix, a necessary and
sufficient stability condition is proposed.
Compared with the existing results (e.g., the
stability conditions derived by the matrix
polynomial [32] and the discontinuous
Lyapunov function [36]), our stability condi-
tion is less conservative.

3.2 | Spectral radius characterization

Thus far, the asymptotic stability of periodic piecewise
positive systems has been investigated. In this subsection,
the spectral radius of the state transition matrix, which
plays an important role in characterizing the exponential
stability and designing iterative stabilization algorithm, is
discussed. Based on Theorem 2, two characterizations of
the spectral radius of the state transition matrix for the
system (1) are given first.

Theorem 3 Spectral radius characteriza-
tion I. Given periodic piecewise positive
system (1) with uðtÞ¼ 0. The spectral radius
of the state transition matrix satisfies
ρ
Qm

i¼1e
AiTi

� �
< γ, where γ �ℝþ, if and only if

there exist a sufficiently large M �ℕþ and a set
of vectors pi,j �ℝ

nxþ , i¼ 1,2,…,m, j¼ 1,2,…,M,
satisfying

AT
i pi,j�1�

M
Ti

pi,j�1þ
M
Ti

pi,j ≺ 0, ð26aÞ

AT
i pi,j�

M
Ti

pi,j�1þ
M
Ti

pi,j ≺ 0, ð26bÞ

pi,M ¼ piþ1,0, i¼ 1,2…,m�1, ð26cÞ

γpm,M ≻ p1,0: ð26dÞ

Proof. The proof of the necessity of Theorem
3 is similar to that in the proof of Theorem 2,
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thus omitted here. For sufficiency, by consid-
ering a time-scheduled copositive Lyapunov
function,

VðtÞ¼ xTðtÞpðtÞ, ð27Þ

where

pðtÞ ¼ αi,jðtÞpi,j�1þ ~αi,jðtÞpi,j,

αi,jðtÞ ¼M
Ti

kTpþ ti�1þ jTi

M
� t

� �
,

~αi,jðtÞ ¼ 1�αi,jðtÞ¼M
Ti

t�kTp� ti�1�ðj�1ÞTi

M

� �
,

when t� kTpþ ti�1þ j�1
M Ti,kTpþ ti�1þ j

MTi
� �

with i¼
1,2,…,m and j¼ 1,2,…,M. The derivative of the coposi-
tive Lyapunov function is

_VðtÞ ¼ _xTðtÞpðtÞþ xTðtÞ _pðtÞ
¼ xTðtÞAT

i pðtÞþxTðtÞ �M
Ti

pi,j�1þ
M
Ti

pi,j

� �

¼ xTðtÞ αi,jðtÞ AT
i pi,j�1�

M
Ti

pi,j�1þ
M
Ti

pi,j

� �

þ ~αi,jðtÞ AT
i pi,j�

M
Ti

pi,j�1þ
M
Ti

pi,j

� ��
:

ð28Þ

Combining (28) with condition (26), the
copositive Lyapunov function (27) satisfies

V x ðkþ1ÞTp
� �� �

< γV x kTp
� �� � ð29Þ

for all xðkTpÞ≥ 0 and xðkTpÞ≠ 0. According
to system (1), the relation between x ðkþ1ÞTp

� �
and

x kTp
� �

is

x ðkþ1ÞTp
� �¼Ym

i¼1

eAiTix kTp
� �

: ð30Þ

Combining (29) and (30), inequality

Ym
i¼1

eAiTix kTp
� �" #T

p1,0 < γxTðkTpÞp1,0

holds for all xðkTpÞ≥ 0 and xðkTpÞ≠ 0. Letting
xðkTpÞ to be a standard basis vector for ℝnx successively
yields

Ym
i¼1

eAiTi

 !T

p1,0 ≺ γp1,0:

According to Lemma 2, the spectral radius of
Qm

i¼1e
AiTi is

less than γ. The sufficiency is proved.

Theorem 4 Spectral radius characteriza-
tion II. Given periodic piecewise positive sys-
tem (1) with uðtÞ¼ 0. The spectral radius of the
state transition matrix satisfies
ρ
Qm

i¼1e
AiTi

� �
< e�εTp , where ε�ℝ, if and only if

there exist a sufficiently large M �ℕþ and a set
of vectors pi,j �ℝ

nxþ , i¼ 1,2,…,m, j¼ 1,2,…,M,
satisfying

AT
i pi,j�1�

M
Ti

pi,j�1þ
M
Ti

pi,j ≺ � εpi,j�1, ð31aÞ

AT
i pi,j�

M
Ti

pi,j�1þ
M
Ti

pi,j ≺ � εpi,j, ð31bÞ

pi,M ¼ piþ1,0, i¼ 1,2…,m�1, ð31cÞ

pm,M ≻ p1,0: ð31dÞ

Proof. Inequality ρ
Qm

i¼1e
AiTi

� �
< e�εTp is

equivalent to ρ
Qm

i¼1e
AiþεInxð ÞTi

� �
<1. Let

Âi ¼Aiþ εInx , according to Theorem 2,

ρ
Qm

i¼1e
ÂiTi

	 

<1 if and only if there exist a

sufficiently large M �Nþ, and a set of vector
pi,j �ℝ

nxþ , i¼ 1,2…,m, j¼ 1,2,…,M, satisfying

Â
T
i pi,j�1�

M
Ti

pi,j�1þ
M
Ti

pi,j ≺ 0, ð32Þ

Â
T
i pi,j�

M
Ti

pi,j�1þ
M
Ti

pi,j ≺ 0, ð33Þ

and conditions (31c) and (31d). One can find that (32)
and (33) are equivalent to (31a) and (31b); thus, Theorem
4 is proved.

Remark 4. For stability and spectral radius
characterization, it indicates that there exists
a sufficiently large M such that the corre-
sponding conditions hold. In order to deter-
mine whether the given M is sufficiently
large, tolerances τ1 and τ2 may be introduced
as stopping criteria in the computational
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algorithm. For a given β� 2,3,…f g, estimated
spectral radii for M and βM are defined as
ρE,M and ρE,βM , respectively. When the rela-
tive error of the estimated spectral radii with
M and βM satisfy

jρE,M�ρE,βM j
ρE,M

≤ τ1 and the abso-
lute error of the estimated spectral radii for M
and βM satisfy jρE,M �ρE,βM j≤ τ2, one can
regard M as a sufficiently large number of
segmentation in Theorems 3 and 4. However,
as in many numerical algorithms, it is difficult
to determine the value of M a priori.

Remark 5 Alternative spectral radius charac-
terization. According to Theorem 3 and Theo-
rem 4, condition (26) is equivalent to
condition (31). When introducing scalars γ0

and ε0 simultaneously, the condition that
there exist a set of vectors pi,j �ℝ

nxþ ,
i¼ 1,2,…,m, j¼ 1,2,…,M, such that

AT
i pi,j�1�

M
Ti

pi,j�1þ
M
Ti

pi,j ≺ � ε0pi,j�1, ð34aÞ

AT
i pi,j�

M
Ti

pi,j�1þ
M
Ti

pi,j ≺ � ε0pi,j, ð34bÞ

pi,M ¼ piþ1,0, i¼ 1,2…,m�1, ð34cÞ

γ0pm,M ≻ p1,0 ð34dÞ

is still necessary and sufficient condition to characterize
the spectral radius of state transition matrix
ρ
Qm

i¼1e
AiTi

� �
< γ0e�ε0Tp

� �
, when the scalar M �ℕþ is suffi-

ciently large.

According to Theorem 3 (resp. Theorem 4), when γ¼
1 (resp. ε¼ 0), conditions in Theorem 3 (resp. Theorem
4) reduce to the asymptotic stability conditions in Theo-
rem 2. When γ<1 or ε>0, the convergence rate can be
analyzed and exponential stability can be characterized
based on the above two theorems. Before giving the char-
acterization of the convergent rate, the definition of the
λ-exponential stability of periodic piecewise positive sys-
tems is given.

Definition 3 λ-exponential stability.
Periodic piecewise positive system (1) with
uðtÞ¼ 0 is said to be λ-exponentially stable
that the state of the system satisfies

xðtÞk k ≤ κe�λt xð0Þk k, 8t≥ 0, ð35Þ

for some constants κ≥ 1, λ>0.

Based on Definition 3, the relation between the con-
vergent rate λ and the spectral radius of the state transi-
tion matrix is discussed.

Theorem 5 λ-exponential stability char-
acterization. Given periodic piecewise positive
system (1) with uðtÞ¼ 0, the following condi-
tions holds:

(i) If ρ
Qm

i¼1e
AiTi

� �
< e�λTp or

Qm
i¼1e

AiTi is irreduc-
ible and ρ

Qm
i¼1e

AiTi
� �¼ e�λTp , then the sys-

tem is λ-exponentially stable;

(ii) If the system is λ-exponentially stable, then
ρ
Qm

i¼1e
AiTi

� �
≤ e�λTp holds.

Proof. Since the cyclic permutation of
σð1Þ,σð2Þ,…,σðmÞð Þ does not affect the spec-
tral radius of matrix

Qm
i¼1e

AσðiÞTσðiÞ , without loss
of generality, we assume σðiÞ¼ i in the follow-
ing proofs.Proof of (i): According to Lemma 2
and the Perron–Frobenius theorem, when
ρ
Qm

i¼1e
AiTi

� �
< e�λTp or

Qm
i¼1e

AiTi is irreduc-

ible and ρ
Qm

i¼1e
AiTi

� �¼ e�λTp , there exists a

vector p�ℝ
nxþ such that

Qm
i¼1e

AiTi
� �

p≼ e�λTpp.
For system (1) with initial state xð0Þ¼ p, one
has

xðkTpÞ¼
Ym
i¼1

eAiTi

 !k

p≼ e�kλTpp: ð36Þ

Assume ψ ¼ max t � 0,Tp½ � ΦðtÞk k, where
ΦðtÞ ¼ eA1t, t � 0, t1½ �,

ΦðtÞ ¼ eAi t�ti�1ð ÞYi�1

l¼1

eAlTl , t � ti�1, ti½ �, i¼ 2,3,…,m:

When t � kTp,ðkþ1ÞTp
� �

,

xðtÞk k ¼ Φðt�kTpÞxðkTpÞ
�� ��

≤ψ xðkTpÞ
�� ��

≤ e�λ t�kTpð ÞeλTpψ xðkTpÞ
�� ��:

ð37Þ

Combining inequality (36) with (37), one
can obtain

xðtÞk k ≤ e�λteλTpψ pk k,

when t � kTp,ðKþ1ÞTp
� �

. For any non-zero vector v, one

can always find a positive scalar vk k
LRðpÞ such that v≼ vk k

LRðpÞp.

Therefore, inequality x1ðtÞk k ≤ x2ðtÞk k holds, where x1ðtÞ
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and x2ðtÞ are the states of system (1) with initial states

x1ð0Þ¼ v and x2ð0Þ¼ vk k
LRðpÞp, respectively. In other words,

for any nonnegative initial condition xð0Þ¼ v, xðtÞk k
always satisfies the inequality (35), where κ¼ pk k

LRðpÞe
λTpψ

and system (1) is λ-exponentially stable. This completes
the proof.

Proof of (ii): It is proved by contraposition that, when
ρ
Qm

i¼1e
AiTi

� �¼ γ> e�λTp , the system is not λ-exponentially
stable. According to Perron-Frobenius Theorem, we can
find a vector p0 �ℝ

nx
0,þ satisfying

Qm
i¼1e

AiTi
� �

p0 ¼ γp0. Let
xð0Þ¼ p0, xðkTpÞ¼ γkp0. Based on Definition 3, for sys-
tem (1) to be λ-exponentially stable, there must exist a
positive scalar κ such that γk ≤ κe�kλTp , which indicates
lnκ≥ k lnγþ λTp

� �
. Since lnγþλTp

� �
>0, when t! ,

k! and κ! . Hence, a finite κ does not exist. This com-
pletes the proof.

Based on Theorem 3 (resp. Theorem 4) and Theorem
5, linear inequalities can be applied to characterize the
convergent rate of the system. When the value of M in
Theorem 3 (resp. Theorem 4) goes to infinity, the esti-
mated convergent rate of the system will increase to the
greatest one. However, it only indicates that one can find
a sufficiently large scalar M �ℕþ to characterize the spec-
tral radius of the state transition matrix and the conver-
gent rate of the system. It does not mean that the
infimum of γ in (26d) monotonically decreases with the
increase of M. In order to explicitly demonstrate the
effect of M on the infimum of γ in (26d), Theorem 6 is
given.

Theorem 6 Monotonicity of estimated
spectral radius. Given a periodic piecewise
positive system (1) with uðtÞ¼ 0 and scalars
M �ℕþ, γ �ℝ0,þ. When there exist a set of vec-
tors pi,j �ℝ

nxþ satisfying condition (26), for any
scalar β�ℕþ, there exist a set of vectors
p ∗
i,j ∗ �ℝ

nxþ , i¼ 1,2,…,m, j ∗ ¼ 1,2,…,βM,
satisfying

AT
i p

∗
i,j ∗ �1�

βM
Ti

p ∗
i,j ∗ �1þ

βM
Ti

p ∗
i,j ∗ ≺ 0, ð38aÞ

AT
i p

∗
i,j ∗ �

βM
Ti

p ∗
i,j ∗ �1þ

βM
Ti

p ∗
i,j ∗ ≺ 0, ð38bÞ

p ∗
i,βM ¼ p ∗

iþ1,0, i¼ 1,2…,m�1, ð38cÞ

γp ∗
m,βM ≻ p ∗

1,0: ð38dÞ

Proof. When a set of vectors pi,j �ℝ
nxþ satisfy

condition (26), let

p ∗
i,j ∗ ¼

β�β ∗

β
pi,j�1þ

β ∗

β
pi,j, i¼ 1,2,…,m, ð39Þ

where j ∗ ¼ βðj�1Þþβ ∗ , j¼ 1,2,…,M, and β ∗ ¼ 0,1,…,β.
Equation (39) shows that p ∗

i,βM ¼ pi,M and p ∗
i,0 ¼ pi,0 for all

i¼ 1,2,…,m, and conditions (38c) and (38d) hold, obvi-
ously. According to (39), we also have

βM
Ti

p ∗
i,j ∗ �

βM
Ti

p ∗
i,j ∗ �1 ¼ βM

Ti

1
β
pi,j�

1
β
pi,j�1

� �

¼M
Ti

pi,j�
M
Ti

pi,j�1,

where j ∗ � βðj�1Þþ1,βðj�1Þþ2,…,βjf g, j¼ 1,2,…,M,
and i¼ 1,2,…,m. Furthermore, by substituting (39)
into (38a) and (38b), respectively, one can derive

AT
i p

∗
i,j ∗ �1�

βM
Ti

p ∗
i,j ∗ �1þ

βM
Ti

p ∗
i,j ∗

¼ βþ1�β ∗

β
AT
i pi,j�1�

M
Ti

pi,j�1þ
M
Ti

pi,j

� �

þβ ∗ �1
β

AT
i pi,j�

M
Ti

pi,j�1þ
M
Ti

pi,j

� �
,

ð40Þ

AT
i p

∗
i,j ∗ �

βM
Ti

p ∗
i,j ∗ �1þ

βM
Ti

p ∗
i,j ∗

¼ β�β ∗

β
AT
i pi,j�1�

M
Ti

pi,j�1þ
M
Ti

pi,j

� �

þβ ∗

β
AT
i pi,j�

M
Ti

pi,j�1þ
M
Ti

pi,j

� �
,

ð41Þ

where j ∗ ¼ βðj�1Þþβ ∗ , j¼ 1,2,…,M, and β ∗ ¼ 1,2,…,β.
Combining (26a) and (26b) with (40) and (41),
conditions (38a) and (38b) hold for i¼ 1,2,…,m, and
j ∗ ¼ 1,2,…,βM; thus, Theorem 6 is proved.

Remark 6. According to Theorem 6, for
given γ and M, condition (38) is sufficient
condition of those in (26). In other words, the
infimum of γ with βM is no larger than the
one with M. Theorem 6 gives a way to
increase the value of M and guarantees the
decrease of the infimum of γ. The stability of
system (1) is affected by the spectral radius of
the state transition matrix. Theorem 6 also
implies that the stability condition becomes
less conservative with the increase of the
value of M.
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3.3 | Controller synthesis

In this subsection, a periodic piecewise state-feedback
controller is introduced to stabilize system (1). By intro-
ducing a periodic piecewise constant state-feedback
controller

uðtÞ¼KðtÞxðtÞ, ð42Þ

where KðtÞ¼KðtþTpÞ and KðtÞ¼KσðiÞ when
t � ti�1,σðiÞ�1, ti,σðiÞ
� �

, the closed-loop system is given as

_xðtÞ¼ AðtÞþBðtÞKðtÞð ÞxðtÞ: ð43Þ

Based on Theorem 2, a proposition to check whether
the system can be stabilized via the state-feedback con-
troller (42) is given as follows.

Proposition 2. Given a closed-loop
periodic piecewise system (43). The closed-
loop system is positive and asymptotically
stable if and only if there exists a
sufficient large scalar M �ℕþ, a set of vectors
pi,j �ℝ

nxþ , i¼ 1,2,…,m, j¼ 1,2,…,M, and a
set of matrices Ki �ℝnu�nx , i¼ 1,2,…,m,
satisfying

AiþBiKið ÞTpi,j�1�
M
Ti

pi,j�1þ
M
Ti

pi,j ≺ 0, ð44aÞ

AiþBiKið ÞTpi,j�
M
Ti

pi,j�1þ
M
Ti

pi,j ≺ 0, ð44bÞ

pi,M ¼ piþ1,0, i¼ 1,2…,m�1, ð44cÞ

pm,M ≻ p1,0, ð44dÞ

AiþBiKi �Mnx�nx : ð44eÞ

Remark 7. When choosing controller gains
that depend on both i and j, the closed-loop
systems turn into periodic piecewise
systems with time-varying subsystems. It is a
completely different system from the one
in Theorem 2, and the stability criteria are
inapplicable to such systems. Thus, an
iterative algorithm is proposed to design a
piecewise constant control matrix KðtÞ in
our work.

As seen in Proposition 2, there are nonlinear terms
KT

i B
T
i pi,j�1 and KT

i B
T
i pi,j. It is not a convex problem and

Proposition 2 cannot be directly applied to designing the
state-feedback controller. An iterative algorithm is given
to design the parameter of the controller. By replacing Ai

in (26a) and (26b) with AiþBiKi, the spectral radius of
the closed-loop system (43) can be characterized based on
Corollary 1. For fixed Ki and a sufficiently large M, we
can obtain an estimated spectral radius of the closed-loop
state transition matrix and a set of pi,j. Then fix pi,j, we
can find a new set of Ki to reduce the value of γ and
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renew the closed-loop state transition matrix. Then by
changing the values of Ki and pi,j iteratively, the esti-
mated spectral radius of the state transition matrix is
monotonically decreasing. Based on this idea, an algo-
rithm of state-feedback controller design for periodic
piecewise positive, named Algorithm SPPPS, is given. In
the algorithm, two linear programming problems are
introduced to design parameters pi,j and Ki,j and mini-
mize estimated spectral radius. The linear programming
problems are solved by CVX toolbox in Matlab
[44] involving ðMþ1Þn unknown parameters. Compared
with the conditions derived from the discontinuous copo-
sitive Lyapunov function, which have 2Mn unknown
parameters, our conditions will have lower computa-
tional complexity where M >1.

Different from the algorithm in Zhu et al. [36], in
which the set of vectors pi,j are obtained by solving a fea-
sibility problem, the Algorithm SPPPS solves an optimi-
zation problem to obtain vectors pi,j. It guarantees that
the objective function is optimized in Step 2.

Remark 8. Due to the number of the
time-scheduled intervals M being fixed,
Algorithm SPPPS can only reach a local
minimum. With the increase of M, γ̂ in Step
2 converges to the spectral radius of the
closed-loop transition matrix. M is chosen
based on the maximum eigenvalue and time
interval of each subsystem. If the parameter
of the controller cannot be found, one can
increase the value of M and apply Algorithm
SPPPS again.

Remark 9 Monotonicity of γðkÞ. The fixed
vectors pi,j in Step 4 satisfy conditions (45d)
and (45e). Based on conditions (46a) and
(46b) and Proposition 1, _Vððkþ
1ÞTpÞ≺ eεTpγkVðkTpÞ holds and the spectral
radius of the closed-loop transition matrix is
less than eεTpγk. Therefore, the ε in OP2 is less
than or equal to 0. By solving OP2 in Step
4, one can guarantee that γk in the algorithm
is monotonically decreasing.

4 | ILLUSTRATIVE EXAMPLES

4.1 | Practical example

Consider a simplified model for the mitigation of HIV
infection in previous research [23, 44]. Under simplifying
assumptions, the drug treatment could be seen as a posi-
tive system

_xðtÞ¼AσðtÞxðtÞþμMuxðtÞ

where xðtÞ�ℝn stands for the population of n viral geno-
types, μ stands of the mutation rate, AσðtÞ stands for the
variation rates (including replication rates and viral clear-
ance rates by different treatments), and Mu stands for the
genetic mutation rates between different genotypes. We
assume that σðtÞ is a periodic piecewise function taking
value between 1 and 2 with the time intervals for each
subsystem that are 1.2 and 1, μ¼ 0:05, and the structures
of AσðtÞ and Mu are given as follows:

A1 ¼diagð�1:3, �1:2,0:7,0:6Þ,
A2 ¼diagð0:8,0:5, �1:2, �1Þ,

Mu ¼

0 1 1 0

1 0 0 1

1 0 0 1

0 1 1 0

2
666664

3
777775:

By applying Theorem 2 and letting the time segmenta-
tion M¼ 16, we can find a set of vectors pi,j such
that condition (7) holds. Furthermore, we use Theorem 3
to calculate the estimated spectral radius of the
state transition matrices, which is equal to 0.8869
and it is close to the true spectral radius
ρ
Q2

i¼1 AiþμMuð Þ� �¼ 0:8400. Therefore, under the above-
scheduled treatment, all viruses with different genotypes
are finally eliminated.

4.2 | Numerical example

A periodic piecewise system with two subsystems is given
as follows:

_xðtÞ¼AðtÞxðtÞþBðtÞuðtÞ, ð47Þ

where

A1 ¼
�1 1 0:3

1:2 0:4 0:8

0:3 1:1 �0:1

2
64

3
75, A2 ¼

1:7 1:4 1:2

0:5 �0:5 1:1

0:3 0:5 0:6

2
64

3
75,

B1 ¼ 0:7 0:4 0:8½ �T, B2 ¼ 2:4 0:2 0:9½ �T,

and T1 ¼ 1, T2 ¼ 0:6. Since matrices A1 and A2 are Met-
zler, system (47) is positive when uðtÞ¼ 0. The eigen-
values of matrix eA2T2eA1T1 are 16.0936, 0.5880, and
0.1545. According to Lemma 1, ρ eA2T2eA1T1ð Þ>1 and the
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system is unstable. In what follows, a state-feedback con-
troller is first designed. Then, for the stable closed-loop
system, the corresponding copositive Lyapunov function
is constructed. Finally, the spectral radius characteriza-
tion is given and the λ-exponential stability is investi-
gated. Main results obtained in this paper are illustrated
by numerical examples as follows:

• Stability and stabilization: A state-feedback control-
ler (42) is designed based on Algorithm SPPPS. Let the
initial controller K1,i ¼ 0 for i¼ 1,2 and set M to be
128. By using the algorithm, the state-feedback control
matrices Kk,1 and Kk,2 converge to

K1 ¼
�0:3737

�1:3699

�0:4270

2
64

3
75
T

, K2 ¼
�0:3333

�0:5541

�0:4995

2
64

3
75
T

, ð48Þ

and γk converges to 0.7994, which indicates the closed-
loop system is stable. The trajectory of the state of the
closed-loop system with initial state xð0Þ¼ 111½ �T is
given in Figure 1. Even though the value of x½3�ðtÞ
increases at the beginning, it finally converges to zero.
Figure 2 shows the trajectory of time-scheduled coposi-
tive Lyapunov function. Since the vector function pðtÞ
in (27) satisfies inequalities (7c) and (7d) in Theorem 2,
in each period, the copositive Lyapunov function is
continuous, and jump discontinuities only happen at
time kTp.

• Spectral radius characterization: Figure 3 shows
the relation between the value of estimated spectral
radius γ̂ and z, where M¼ 2z. When M¼ 1, γ̂¼ 1:190,
which means that the estimated spectral radius is
larger than 1 and the stability cannot be checked by
the time-scheduled copositive Lyapunov function with
M¼ 1. Only when M is larger than 2, we can find a set
of vectors pi,j satisfying condition (7). With the increas-
ing of z, γ̂ is monotonically decreasing to

γ¼ ρ e A2þB2K2ð ÞT2e A1þB1K1ð ÞT1

	 

¼ 0:79758,

which verifies Theorem 5 and Theorem 6.

• Convergent rate: In order to characterize the conver-
gent rate of system (47) and verify the effectiveness of
Theorem 5, Figure 4 is given. The solid line denotes

FIGURE 1 Trajectory of the state components [Color figure

can be viewed at wileyonlinelibrary.com]

FIGURE 2 The trajectory of a time-

scheduled co-positive Lyapunov function with

M¼ 128 [Color figure can be viewed at

wileyonlinelibrary.com]
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the variation of function ln xðtÞk k
t . Based on inequal-

ity (35) in Definition 3, function ln xðtÞk k
t satisfies

ln xðtÞk k
t

≤
ln κ xð0Þk k� �

t
� lnγk

Tp
,

where γk ¼ 47:1348, which is shown in Figure 4. The
largest convergent rate of the system is � lnγ

Tp
¼ 0:14136;

with the increase of time t, the value of ln xðtÞk k
t will

finally converge to it.
• Stabilizing effectiveness: One hundred randomly

generated three-order single-input single-output stabi-
lizable periodic piecewise positive systems with two

subsystems are given. The time intervals of each sub-
system are the same and equal to 1. Metzler matrices
A1, A2 and nonnegative matrices B1, B2 are randomly
generated. Table 1 demonstrates the effectiveness of
different algorithm by giving the number of systems
that are stabilized. It shows that with an increase of M,
the number of stabilized systems increases. Further-
more, a comparison between Algorithm PPPSSCD in
Zhu et al. [36] and Algorithm SPPPS is given. The
result shows that the performance of Algorithm
PPPSSCD is a better than Algorithm SPPPS with
M¼ 1. When M is larger, the performance of Algo-
rithm SPPPS is better.

5 | CONCLUSION

In this paper, the stability condition of linear periodic
piecewise positive systems has been discussed. In each
time interval of the systems, by utilizing time segmenta-
tion approach to partition the copositive Lyapunov func-
tion into a given number of segments, a time-scheduled
copositive Lyapunov function has been constructed. It is
shown that the asymptotic stability of the system can be
checked by solving linear inequalities if the number of
segments is sufficiently large. Based on the equivalent
stability condition, the spectral radius of the state transi-
tion matrix is characterized in two different ways. The
relation between spectral radius and exponential stability
also has been investigated. Furthermore, a state-feedback
controller has been designed, and the iterative algorithm
has been constructed to minimize the spectral radius of
the closed-loop state transition matrix. Finally, numerical
examples have been given to illustrate the theoretical
results.

The effectiveness of the time segmentation approach
in reducing the conservativeness of the stability condition
for periodic piecewise positive systems has been shown
in Theorem 6. However, the result only shows that the
condition with time segmentation βM, where
β� 1,2,…f g, is less conservative than the one with time

FIGURE 3 Variation of γ̂ with z M¼ 2zð Þ [Color figure can be

viewed at wileyonlinelibrary.com]

FIGURE 4 Variation of ln xðtÞk k
t with time t [Color figure can be

viewed at wileyonlinelibrary.com]

TABLE 1 Effectiveness of different algorithms

Algorithm Number of stabilized systems

PPPSSCD in Zhu et al. [36] 14

SPPPS with M¼ 1 12

SPPPS with M¼ 2 22

SPPPS with M¼ 4 52

SPPPS with M¼ 8 95
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segmentation M. Whether the stability condition with
time segmentation Mþ1 is less conservative than the
one with time segmentation M is an open question for
further investigation. Moreover, the stability of periodic
piecewise positive systems with time delay has been ana-
lyzed in Zhu et al. [45]. Our time segmentation approach
could be applied to reduce the conservativeness of the
proposed sufficient stability condition. Further research
includes the consistency analysis for equivalent stability
conditions of the periodic piecewise positive systems with
delay by using a time segmentation approach.
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