
Epipolar Geometry-Based Visual Servoing of Soft
Endoscopic Manipulator for Transoral Laser Ablation

Ge Fang, Xiaomei Wang, Justin D. L. Ho, Kui Wang, Chun-Kit Chow, Kit-Hang Lee,
Xiaochen Xie, Wai Lun Tang, Liyuan Liang, Hing-Chiu Chang, Chun-Jung Juan,
Yun-hui Liu, Jason Ying-Kuen Chan, and Ka-Wai Kwok*

1. Introduction

With the development of minimally inva-
sive surgical techniques[1–3] and medical
lasers, transoral laser microsurgery (TLM)
has attracted growing attention in the
treatment of head-and-neck cancers
(HNCs) (Figure 1a–c).[4] TLM performs
laser beam projection transorally for tumor
resection, eliminating external incisions as
in conventional open-neck surgeries.[5] The
high-power laser beam needs to be pro-
jected at small size (�250 μm,[6]) and
manipulated precisely (<1mm,[7]) in the
narrow laryngeal area (�20� 20mm2). It
is demanding in terms of accuracy due
to the high risk of damage to the vocal
muscles.[8] This also challenges the
development of laser steering devices and
corresponding control schemes.

In conventional TLM setups, surgeons
manually operated a joystick to manipulate
a beam-splitter mirror that projects the

laser beam at the targeted lesions.[5] However, such manual
manipulation requires surgeons to master high psychomotor

Soft manipulators integrated with optical laser fibers offer new opportunities for
endoscopic noncontact laser surgery. To achieve precise laser projection in a
confined workspace and avoid damage, a controller with high accuracy and stability
is required. An effective way is to close the control loop. Therefore, a visual servo
controller that allows automatic laser spot steering using soft manipulators is
proposed. An epipolar geometry model is established to acquire the inverse
transition mapping from image to actuation. With this mapping, a feedback
controller is derived without prior information of tissue surface geometry.
Experimental validation demonstrates accurate path following using a magnetic
resonance-safe manipulator, with root-mean-square (RMS) tracking errors
<4 pixels (140 μm) in the camera view. This is maintained even throughout 70
repeated cycles, with a maximum tracking error <11.32 pixels (�396.2 μm). The
controller enables laser spot following of the mouse cursor with an RMS tracking
error of 3.97 pixels (�180.5 μm). Ex vivo tissue ablation tests are conducted to
validate the laser ablation pattern, with an RMS tracking error of about 5.75 pixels
(�201.3 μm). A laser ablation test is conducted under magnetic resonance imaging
(MRI) to validate the feasibility of MRI-guided laser surgery.
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skills to achieve dexterous hand–eye–foot coordination. Recently,
the motorization of external manipulators was introduced to
improve the laser aiming precision and efficiency.[9] Motorized
laser scanners (e.g., Lumenis AcuBlade, KLS Martin SoftScan,
and DEKA HiScan) allowing preprogrammed scan patterns
are commercially available, providing improved laser incision
quality. However, these systems still need surgeons to position
the pattern using a manual micromanipulator. New motorized
micromanipulators were proposed to enable the incorporation
of a stylus-based machine-surgeon interface to release surgeons
from looking through the microscope during laser manipulation,
thus offering improved ergonomics.[10,11] However, these laryn-
geal laser surgery setups are mainly based on the design of
straight-line laser beam projection from an external manipulator
to the surgical site (Figure 1d). To ensure sufficient exposure of
tumors to the laser beam, patients may need to maintain high
extension of the neck. Moreover, the long working distance
(400mm) causes a leveraging effect on the laser beam, which
can amplify inaccuracies in laser steering.

Recently, the advance of fiber optics technology brings the
opportunity to guide medical lasers toward target tumors located
in the deep laryngeal region, which promotes the development of
endoscopic laser manipulator. Renevier et al.[12] designed a two
degrees-of-freedom (DOF) actuated micromirror based on a
micro-electromechanical system, which could be integrated into
an endoscopic tip. The laser scanner achieved a path-following
accuracy of 80.50 μm. However, the inclination of reflecting mir-
rors may result in an elliptical laser spot. Kundrat et al.[13] further
extended this work to a customized flexible robot for laser pho-
nomicrosurgery. Acemoglu et al.[14] proposed a flexible robotic

laser scanner, which used four electromagnetic coils to manipu-
late a laser fiber. The robot enabled an accuracy of 39 μm in tra-
jectory-following tasks, while the projection workspace of laser
spot was restricted to a 5� 5mm square. A 5 cm long rigid laser
scalpel using the Risley prism beam steering mechanism was
designed, which could be mounted on a modified laryngo-
scope.[15] An extensible continuum robot has been investigated
to achieve focal adaptation with an accuracy of 0.25mm for non-
contacted laser surgery.[16] Zhao et al.[17] proposed a cable-driven
parallel mechanism to achieve 5-DoF manipulation of an optical
fiber tip with an accuracy of 0.054� 0.028mm, but it has to
maintain a close distance to tissue, e.g., 1 mm for incision
and 2–5mm for ablation and hemostasis. Even assisted by robots
to manipulate laser beam, surgeons still heavily rely on their
experience to estimate the laser ablation depth beyond the crucial
artery/nerve while dissecting these tumors. Typically, the sur-
geon performs frozen section analysis (FSA) during the surgery,
to determine the completeness of cancerous cell resection.[18]

However, FSA can only evaluate the gross tumor volumes that
are resected, instead of the unresected region left in the oral,
nasopharyngeal (ONP) cavity.

Recently, online estimation of tissue temperature[19] and abla-
tion depth[20,21] based on modeling the laser-tissue thermal inter-
action were investigated. However, this method requires
collecting actual data from the laser ablation process on ex vivo
tissues, which could be inaccurate for in vivo applications. An
alternative is to introduce intraoperative (intra-op) sensing
modality to monitor the laser ablation process. Magnetic reso-
nance imaging (MRI) can provide superior image contrast of
ONP soft tissues.[22] Its capability of intra-op imaging even

Figure 1. Current setup of TLM. a) Larynx cancer near the vocal cords[58]; b) nasopharyngeal cancer[59]; c) pharynx cancer in the tonsil wall[60]; d) setup of
current transoral laser surgery[50]; e) tumor invasion depth measured on an anatomical MR image of tongue base[22]; f ) temperature map acquired by MR
thermometry used for high intensity focused ultrasound ablation.[61]
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enables real-time assessment of tumor ablation progress
(Figure 1e). Intra-op MRI also offers powerful tools such as mag-
netic resonance (MR) thermometry[23] which can visualize the
heat-affected zone and the ablated depth of the tumor
(Figure 1f ). It can play a crucial role in providing thermal feed-
back to control the laser spot and titrate the thermal dose during
surgery. During the laser ablation, real-time (up to subsecond[24])
MR thermometry can be conducted to measure the temperature
diffusion in tissues, offering an online monitoring of tumor abla-
tion margin. It can even be overlaid on the camera view to alert
the overheating to surroundings. After each ablation run, the
intra-op anatomical MR scan can be performed for in situ assess-
ment of the completeness of lesion cutting/ablation.

Accrediting to the high contrast of soft tissues, intra-op MRI
guidance has been widely investigated in various applications,
such as cardiovascular intervention,[25] biopsy,[26] and
neurosurgery.[27–29] Open MRI was studied to provide additional
visualization of liver vessels and tumor margins in laparoscopic
liver resection.[30] Utilizing its unique capability of temperature
measurement, MRI-guided laser ablation has been applied in
treatment of tumors in liver,[31] prostate,[32] and brain,[33] etc.
However, most of existing MRI-guided laser surgery are based
on contact laser, without the need to frequently manipulate
the laser beam. Recently, we proposed a soft robotic laser steer-
ing manipulator (Ø12� 100mm) that meets the requirement of
MR safety,[34] which was validated in cadaveric trial. Soft
manipulators[35–37] driven by pressurized fluid flow can be used
to address this challenge. Hydraulic actuation can be employed to
ensure intrinsic MR safety as well as fast robot response.[38]

Optical laser fibers can be housed inside the soft robot, which
provides a wide workspace of laser spot with a small robot size.
Soft robots are low cost, disposable, and easy sterilized, making
them a viable choice in single-use endoscopic applications.
Furthermore, soft robotic manipulators can be fabricated using
MR-safe materials,[39] such as polymers,[40] and allow rapid pro-
totyping with customizable, patient-specific designs.

However, the fabrication uncertainty of soft robots and the
nonlinearity of their actuation poses a challenge to precise
motion control.[41] In conventional robotics, the addition of sen-
sors such as joint encoders and electromagnetic trackers can
allow reliable closed-loop control. However, the harsh MRI envi-
ronment severely limits available sensing modalities, which is
further limited by the lack of sensors mechanically compatible
with soft structures. Therefore, we aim to close the control loop
with the use of an MR-compatible fiber optic camera. Visual ser-
voing is a robotic control technique that utilizes this camera feed-
back. McCandless et al.[42] developed a computer vision
algorithm for navigating a soft robotic bronchoscope to target
regions in lung surgery. Wang et al.[43] proposed a visual servo
controller for a tendon-driven soft manipulator based on constant
curvature robot kinematics. The controller has also been further
extended to adapt with constrained environment.[44] However,
the kinematic model of the eye-in-hand platform cannot be
directly migrated to the laser projection case. Our previous work
proposed an adaptive eye-in-hand visual servo control framework
using a machine learning technique.[45] However, the controller
needs to be initialized based on acquired operation data, which is
not available in medical application. Although the training data
can be collected in an ex vivo scene and online updated,[46] the

pre-learning model could not be adapted quickly to the changing
scenes in the camera view. There are also visual servo controllers
proposed for concentric tube robots, where friction, torsion,
shear, and nonlinear constitutive behavior induced challenges
in accurate kinematic modeling.[47] Yang et al.[48] presented a
model-free visual servoing controller circumventing hand–eye
calibration. The image deviations were mapped to robot actu-
ation variables using a dynamic numerical Jacobian estimated
from an adaptive square-root unscented Kalman filter, but the
performance needs further validation in surgical scenarios.
Deep reinforcement learning approaches, e.g., Q-learning,[49]

were also employed in visual servoing to achieve target searching
tasks, but the application of reinforcement learning in medical
robot control is still limited due to the complicated controller
training and discrepancy in environments.

Eye-in-hand setup with camera moving with robot tip is nor-
mally used for guiding robotic navigation to a targeted region-
of-interest (ROI). In contrast, laser spot steering is conducted
with the camera immobile and viewing a fixed ROI, which is
an eye-to-hand setup. Vision-guided laser steering control
has been investigated to automate laser spot projection.[50,51]

Epipolar or trifocal visual servoing demonstrated excellent con-
trol accuracy in laser spot steering. However, the controller was
constructed based on the geometric model of actuated mirrors,
which is not suitable for soft laser manipulators. In contrast to
actuated mirrors with well-formulated kinematics, the proposed
soft robotic laser manipulator has nonlinear kinematics and a
time-varying origin of the laser beam, resulting in the coupling
of robot kinematics and the epipolar geometry. To this end, we
propose a geometric model that combines the epipolar con-
straint with the soft robot kinematics to achieve precise control
of laser spot projection. The controllable workspace of the laser
spot is not only limited to a 2D plane, but any location
that satisfies two conditions such that the 3D surface has to
be 1) covered by the robot’s laser projection range; and
2) visible to the camera. Through this approach, the inverse
transition mapping from image space to actuation space
can be obtained without limitation to the variable projection
distance. Based on the mapping, a feedback controller could
be formed to ensure accurate laser spot targeting in the camera
view. Under the circumstance of visual servoing control, the
operator can prescribe desired ablation locations or paths in
the camera view. As a result, the control task can be accom-
plished by servoing the (noninvasive) laser spot visible on
the region, thus tracking to apply invasive (nonvisible) laser
spot along the prescribed locations/paths. The control perfor-
mance is validated on an MR-safe robotic laser manipulating
platform, integrated with a fiber optic camera. The key contri-
butions of this work are listed as follows: 1) Detailed formula-
tion of epipolar geometry-based visual servoing for MR-safe
soft laser manipulator, which enables precise laser spot con-
trol without prior knowledge of the tissue surface geometry;
2) Dynamic estimation of soft robot configurations by fusing
the model prediction and camera feedback, thus allowing
accurate calculation of robot kinematics; 3) Experimental vali-
dation of the proposed laser spot visual servoing, as well as the
ablation performance through lab-based and MRI-based
ex vivo tests.
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2. Experimental Section

2.1. Schematics of the Soft Robotic Laser Steering System

This paper aims to propose laser spot visual servoing controllers
for a typical design of soft actuators, which comprises inflatable
chambers to provide omnidirectional bending. A lens-pigtailed
laser fiber can be housed inside the center channel of soft actua-
tor to offer laser projection. The laser steering actuator can be
further assembled with an additional bending segment,[34] which
offers navigation of the actuator tip to target regions. In our
experimental validation, we will use a spring-reinforced soft
manipulator,[34] which comprises three 120°-separated elastomer
chambers, with each chamber inflated by a hydraulic cylinder.

To control the laser beam projection on oral tissue, a desired
path or region for laser ablation is defined on a visualization
interface. Using this path, the controller can automatically steer
the laser spot on the 2D image plane. As shown in Figure 2, a
hydraulic-driven soft robot is used to manipulate the laser fiber
collimator, which is housed in the central channel of robot. An
external camera is equipped on the outer shell to provide visual
feedback of laser spot on surgical site. The actuation space of soft
manipulator is represented by the lengths of soft chambers, L,
adjusting the chamber lengths varies the configurations of the
soft manipulator, which drives the collimator toward different
directions; p̃0 and p̃1 are the laser spot images in the camera view;
Δu and Δv are the linear displacements over the u and v direc-
tions, respectively. We propose to model the nonlinear inverse
transition mapping from image space to robot actuation based
on constant-curvature robot kinematics and epipolar geometry.
Referring to the desired laser spot position and current robot
state, actuation commands can be generated through the inverse
transition mapping.

2.2. Laser Spot Detection

Precise detection of the actual laser spot position on the projec-
tion scene is the prerequisite of closed-loop control, thus allow-
ing automatic correction of the targeting errors. Due to the
monochrome and high intensity of laser spot, the laser aiming
region can be extracted from the live camera video based on
intensity thresholding.[52] The threshold value can be experimen-
tally obtained using the corresponding laser projection setup. An
erosion filter is applied to remove small particles, clears the back-
ground noise, and only keeps the laser spot blob in the output
image. By averaging the coordinates of all remaining white pix-
els, the centroid position of laser spot in the image frame can be
obtained.

However, due to the scattering effect of light on tissue, the
laser spot seen in the camera image could be irregular, noncir-
cular, or even split into multiple laser spots. This introduces
noise into the centroid calculation and may cause sudden jumps
of the measured laser spot position. To ensure smooth tracking
of the laser spot, we also integrate a linear motion model to pre-
dict its position, which is combined with the measured centroid
position through Kalman filtering. The linear motion model is
defined as

p̃∗tþdt

p̃
: ∗
tþdt

� �
¼ Λ

p̃t
p̃
:

t

� �
,Λ ¼ I2�2 dtI2�2

02�2 I2�2

� �
(1)

where Λ is the state transition matrix; subscripts “t” and “tþ dt”
denote the time step t and tþ dt, respectively; dt is the sampling

period of camera images; p̃t and p̃
:

t are the combined position and

velocity; p̃∗tþdt and p̃
: ∗
tþdt represent the predicted laser spot position

and velocity, respectively. The observation equation is given as

p̃obs ¼ H
p̃�tþdt

p̃
: �
tþdt

� �
,H ¼ I2�2 02�2½ � (2)

whereH is the observation matrix, and p̃obs is the laser spot posi-
tion observed from the model. The combined laser spot position

p̃tþdt and velocity p̃
:

tþdt are calculated as

p̃tþdt

p̃
:

tþdt

� �
¼ Λ

p̃t
p̃
:

t

� �
þGtðp̃mea � p̃obsÞ (3)

where p̃mea is the measured laser spot position from camera
images; and Gt is the Kalman gain at time step t, which can
be updated as follows

X̂ tþdt ¼ ΛX tΛT þ Q
Gtþdt ¼ X̂ tþdtHT=ðHX̂ tþdtHT þ YÞ
X tþdt ¼ ðI4�4 � GtHÞX̂ tþdt

(4)

where X̂ tþdt and X tþdt denote the predicted and updated state
covariance matrix at time step tþ dt, respectively; Q is the covari-
ance matrix of process noise; Y denotes the covariance matrix of
measurement noise.

Figure 2. Schematics of the laser steering system. A soft manipulator is
actuated by adjusting the fluid volume of soft chambers, which steers the
laser spot from p̃0 to p̃1within the camera view.
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2.3. Laser Spot Visual Servoing using Epipolar Geometry

In this section, epipolar geometry is investigated to relate the
robot configuration and laser spot image, thus establishing
the inverse transition mapping from image space to robot actu-
ation. As shown in Figure 3, the laser manipulator is represented
as a bending curve. Point Oo is the intersection of the tangent
lines at robot base Ow and robot tip. Assume that the soft manip-
ulator bends with constant curvature, we can obtain the transla-
tion vector of Oo relative to the base coordinate Ow

w
o t ¼ 0 0 r tan θ

2

� �
T (5)

Through hand–eye calibration, we can obtain the homoge-
neous transformation c

wT , the rotation matrix c
wR, and the trans-

lation vector c
wt, from robot base coordinateOw relative to camera

coordinate Oc.
Coordinate Oo is defined in parallel to the base coordinate Ow,

thus the transformation matrix w
o T from coordinate Oo relative to

Ow can be determined only by the translation vector w
o t. The par-

allelism is consistently satisfied since the coordinate Oo is
defined referring to the constant-curvature kinematic model’s
coordinate. The translation distance/vector can be estimated
based on the geometric relationship in the model. Then, we have
the homogeneous transformation between coordinate Oo and Oc

c
oT ¼ c

wTw
o T ¼

c
wR c

wRw
o tþ c

wt
01�3 1

� �
(6)

2.3.1. Virtual Camera and Epipolar Constraint

Let us denote s as the spatial projection spot of the laser beam, pc as
the position of laser spot in the camera coordinate, pe as the

position of robot tip in the reference coordinate Oo, which can
be assumed as a virtual camera. The laser beam is considered
as the optical axis, and the robot tip is regarded as the virtual image
of laser spot. Therefore, points pc and pe can be regarded as the
images of the same spatial point s in two camera frames. In the
frame of virtual camera, we can concisely form the laser projection
vector based on the robot configuration, i.e., Equation (8). The epi-
polar constraint[53] is accordingly applied to link the two frames

pTeFpc ¼ 0 (7)

where pe can be expressed as

pe ¼ ½kpek sin θ cosϕ kpek sin θ ⋅ sinϕ kpek cos θ �T (8)

where kpek ¼ r ⋅ tanðθ=2Þ, r is the bending radius of soft manip-
ulator, ϕ is the plane angle, and θ is the bending angle as defined
in Figure 3b; F represents the fundamental matrix of the two cam-
era frames,[53] and can be given as

F ¼ c
oRT ðcotÞ∧ ¼ c

wRT ðcwRw
o tþ c

wtÞ∧ (9)

where ð⋅Þ∧ maps a vector to an rotation matrix, based on the Lie
algebra of rotation group SO(3).[54]

As shown in Figure 3a, the spatial point s and its image in the
camera and robot (virtual camera) frames, namely pc and pe, and
the origins of the two frames,Oo andOc, form the epipolar plane.
The epipolar constraint in Equation (7) can be decomposed as the
dot product of two orthogonal vectors in the robot frame, fOog,
and the camera frame, fOcg, respectively
pTe ⋅ Fpcð Þ ¼ 0, pc

T ⋅ FTpeð Þ ¼ 0 (10)

where Fpc and FTpe are the normal vectors to the epipolar plane,
which are expressed in the frame of robot and camera, respectively.[50]

Figure 3. Epipolar geometry-based modeling. a) Illustration of the epipolar geometry. The 3-D coordinates Oc and Oo denote the camera center and the
robot center, respectively. Along with the laser projection spot s, these three points form the epipolar plane. b) Three main parameters characterize the
robot configuration, namely the bending radius r, plane angle ϕ, and bending angle θ.
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Laser spot position, pc, is normalized in the form of
½px py 1 �T, and linked with its homogeneous pixel coordinate
p̃, namely ½u v 1 �T , by multiplying camera intrinsic matrix K

p̃ ¼ Kpc (11)

By differentiating the epipolar constraint in Equation (7), we
get

ðFTpeÞTp
:

c þ ðFpcÞTp
:

e þ pTeF
:

pc ¼ 0 (12)

where p
:

c is the velocity of laser spot, the time derivative of robot
tip position p

:

e (Equation (8)) can be linearized with a Jacobian
matrix J1, namely

p
:

e ¼ J1½r: θ
:

ϕ
: �T (13)

The time derivative of the fundamental matrix F
:

only
depends on a nonconstant term in w

o t, i.e., r tanðθ=2Þ. Notice
that it would not be zero since the virtual camera has a
time-varying translation from the robot base coordinate.
Then we can obtain

F
:

¼ c
wRT c

wR
w
o t
:� �

∧ ¼ ηcwRT c
wRw

o tð Þ∧ (14)

where the multiplier η can be given as

η ¼ dðr tanðθ=2ÞÞ=dt
r tanðθ=2Þ ¼ J2½r: θ

:

ϕ
: �T

¼ J2J
�1
1 J1½r: θ

:

ϕ
: �T ¼ J2J

�1
1 p

:

e

(15)

where d(·)/dt denotes the derivative of time, and J2 is a Jacobian
matrix containing first-order partial derivatives. Thus, the last
term in Equation (12) can be related to other two terms through
the velocity of robot tip p

:

e, namely

pTeF
:

pc ¼ pTe ½cwRTðcwRw
o tÞ∧�pcη

¼ k1η ¼ k1J2J
�1
1 p

:

e

(16)

where k1 is a scalar obtained by multiplying the terms before
the multiplier η given by Equation (15).

2.3.2. Inverse Mapping-Based Controller I

By decomposing p
:

e along the normal vector of epipolar plane and
two orthogonal vectors inside the epipolar plane,[50] we obtain

p
:

e ¼ γohþ β1
pe

kpek2
þ β2

ðpe � ohÞ
kpe � ohk2 (17)

where oh ¼ ðFpcÞ=kFpck. k ⋅ k denotes the 2-norm of vector. γ,
β1, and β2 are the decomposing coefficients along each vector.
Substituting Equation (17) into the middle term of epipolar con-
straint in Equation (12) and applying the orthogonal property in
Equation (10), we derive the coefficient γ as

γ ¼ �ðFTpeÞTp
:

c

kFpck
� pTeF

:

pc
kFpck

(18)

The first term of γ can be regarded as the projection of laser
spot velocity p

:

c onto the vector, ðFTpeÞ=kFpck, which is orthogo-
nal to the epipolar plane. We can decompose p

:

c into a component
along this vector and a remaining component

p
:

c ¼ ξchþ ðI3�3 � chchTÞp: c (19)

where ch ¼ ðFTpeÞ=kFTpek. By projecting the remaining compo-
nent of p

:

c onto the second and third term in Equation (17),[50] we
can approximately get β1 and β2

β1 ¼
kFTpek
kFpck

D1p
:

c,D1 ¼ pTe
o
cRðI3 � chchTÞ (20)

β2 ¼
kFTpek
kFpck

D2p
:

c,D2 ¼ ðpe � ohÞTocRðI3 � chchTÞ (21)

As a consequence, we have

p
:

e ¼ Ap
:

c � oh
pTeF

:

pc
kFpck

¼ Ap
:

c � oh
k1J2J

�1
1

kFpck
p
:

e (22)

where the matrix A can be given as

A ¼ ½peD1 þ ðpe � ohÞD2 � ohchT � kF
Tpek

kFpck
(23)

Thus, we have obtained an inverse mapping from the image

velocity p̃
:
to the robot tip velocity p

:

e

I3�3 þ oh
k1J2J

�1
1

kFpck
� 	

p
:

e ¼ Ap
:

c ¼ AK�1p̃
:

(24)

The robot tip velocity p
:

e (Equation (8)), which is determined

by the velocity of configuration parameters, ½r: θ
:

ϕ
:

�T, can be

related to the variation velocity of chamber lengths, L
:
, using a

Jacobian matrix Jact obtained based on the constant curvature
model.[55] The detailed formulation is given in the Appendix
Appendix. The inverse transition mapping from image space
to actuation space is accordingly obtained as

L
: ¼ Bp̃

:
(25)

Thus, the actuation command of each chamber can be gener-
ated according to the desired laser spot displacement.

A proportional feedback control law can be constructed based
on the time-varying error in pixels between the current and target
positions of the laser spot

p̃
: ¼ �λðp̃� p̃∗Þ (26)

where p̃� is the desired laser spot position, and the proportional
gain λ is a positive constant. Note that the control law in
Equation (26) will ensure exponential convergence of the laser
spot tracking errors in camera view.
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Note that the epipolar plane (Figure 3) can be formed as long
as the laser spot is in the camera view, resulting in the corre-
sponding inverse transition mapping for motion control. The
mapping is not limited to a specific tissue surface geometry.
This indicates that we can control the laser spot targeting to
any locations within the laser projection workspace and visible
to the camera. Despite the continuous change of laser lens-to-tis-
sue distance during the robotic laser steering, the proposed con-
troller with the use of epipolar geometry modeling has actually
no dependence on such distances, giving rise to its adaptability to
uneven tissue surfaces.

2.3.3. Forward Mapping-Based Controller II

Following the similar approach as in Controller I, we can form a

forward mapping between the image velocity p̃
:
and robot tip

velocity p
:

e. By decomposing p
:

c along the normal vector of the
epipolar plane and two orthogonal vectors inside the epipolar
plane, we obtain

p
:

c ¼ δchþ ε1
pc

kpck2
þ ε2

ðpc � chÞ
kpc � chk2 (27)

where the coefficient δ can be derived by substituting
Equation (27) into (12), given as follows

δ ¼ �ðFpcÞTp
:

e

kFTpek
� pTeF

:

pc
kFTpek

(28)

Similar to Equation (19), the robot tip velocity p
:

e can be
decomposed as a component along the normal vector of epipolar
plane, and a remaining vector

p
:

e ¼ ζohþ ðI3�3 � ohohTÞp: e (29)

By projecting the remaining component of p
:

e onto the second
and third term in Equation (27), we can accordingly get the coef-
ficients ε1 and ε2

ε1 ¼
kFpck
kFTpek

D1p
:

c,D1 ¼ pTc
c
oRðI3 � ohohTÞ (30)

ε2 ¼
kFpck
kFTpek

D2p
:

c,D2 ¼ ðpc � chÞTcoRðI3 � ohohTÞ (31)

Substituting these coefficients into Equation (27), the forward
mapping can be formed as

p
:

c ¼ Mp
:

e (32)

where the transition matrix M has similar form as Equation (23)

M ¼ ½pcD1 þ ðpc � chÞD2 � chohT� kFpckkFTpek
� ch

k1J2J
�1
1

kFTpek
(33)

Note that the third element of p
:

c and p̃
:
are zeros, thus they

can be related by p̃
: ¼ K̃p

:

c, where K̃ keeps the diagonal elements
of camera intrinsic matrix K with other elements set as
zero. Thus, the transition between the laser spot velocity in pixel

coordinates and the chamber length variation rate can be
obtained as

p̃
: ¼ K̃MJ1JactL

:
(34)

A feedback Controller is designed as

L
: ¼ �ðMJ1JactÞTK̃�1λΔp̃ (35)

where the proportional gain λ is positive constant.
To prove the stability of the Controller in Equation (35), we

design a Lyapunov function as

V ¼ 1
2
Δp̃TK̃�1K̃�1λΔp̃ (36)

By differentiating Equation (36), we get

V
: ¼ Δp̃TλK̃�1K̃�1p̃

:

¼ Δp̃TλK̃�1K̃�1K̃MJ1JactL
:

|fflfflfflfflfflffl{zfflfflfflfflfflffl}
p̃
:

¼ �Δp̃TλK̃�1MJ1JactðMJ1JactÞTK̃�1λΔp̃|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
L
:

¼ �½ðMJ1JactÞTK̃�1λΔp̃�T½ðMJ1JactÞTK̃�1λΔp̃�

¼ �kðMJ1JactÞTK̃�1λΔp̃k2 ≤ 0

(37)

Therefore, the proposed feedback controller in Equation (35)
is asymptotically convergent. The epipolar constraint is degener-
ate when the laser spot is located at the line between the robot
frame centre and camera frame centre. However, this case is
avoided by the restricted bending workspace of robot.

2.3.4. Robot State Observer

The soft robot configurations are determined by the lengths of
fluid chambers, which thus can be used to represent the robot
state. The accurate estimation of chamber lengths is significant
on the calculation of transition mappings, namely Equation (25)
and (34), thus the control commands. However, it is always diffi-
cult to measure the chamber lengths directly. To this end, we
estimate the chamber lengths by combining the information
from the model predication and that from the image feedback.
To achieve a desired laser spot displacement, the required
change of chamber lengths can be approximately calculated
using the proposed controllers, Equation (25 and 26) or
Equation (35). Then the laser spot position at the next time step
can be predicted based on the forward mapping as in
Equation (34).

As given in Equation (38 and 39), a Kalman filter is con-
structed as the state observer combining the predicted and mea-
sured laser spot positions. The transition matrixes in the forward
mapping (Equation (34)) are approximated as the observation
matrix Hk, which is calculated based on robot state at time
step k.
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�
LðkÞ ¼ Lðk� 1Þ þ BkΔp̃∗ þ wk

p̃ðkÞ ¼ p̃ðk� 1Þ þHk½LðkÞ � Lðk� 1Þ� þ νk
(38)

The combined robot state, L̂ðkÞ, is given as

L̂ðkÞ ¼ Lðk� 1Þ þ BkΔp̃∗

þ Gk½p̃meaðkÞ � p̃ðk� 1Þ �HkBkΔp̃∗�
(39)

where p̃meaðkÞ is the measured laser spot position at time step k.
Gk is the Kalman gain, which can be updated based on the same
rule as Equation (4). Increasing the covariance of process noise
will reduce the weight of model prediction. Increasing the covari-
ance of measurement noise will enhance the smoothing of noise
but decrease the rate of convergence.

The architecture of the proposed control method is shown in
Figure 4, which combines the components of laser spot detec-
tion, the epipolar geometry-based controller, and the robot state
observer. The control target defined in the camera view can be a
reference trajectory, or even a path drawn by an operator using a
mouse cursor. As the formulation of the proposed controllers do
not include any information of the laser projection depth, they
will allow stable laser spot visual servoing even on an irregular
projection surface.

3. Experiments, Results, and Discussion

3.1. Simulation and Results

To validate the performance of proposed controllers, simulation
studies are first conducted. A constant curvature model is
employed to represent the kinematics of soft manipulator, which
projects a laser spot s on a planar surface, thus a corresponding
image p̃ appears in the camera view

p̃
0 ¼ KT1

c
oT ½s 1 �T, p̃ ¼ p̃

0
=p̃

0
z (40)

where T1 ¼ ½I3�3 01�3 �. The laser spot position in the robot
coordinate Oo can be calculated as
8<
:
sz ¼ d � r tanðθ=2Þ
sx ¼ sz tan θ cosϕ
sy ¼ sz tan θ sinϕ

(41)

where d is the depth of laser spot referring to the robot base coor-
dinate Ow.

The robot and camera parameters are set to match our experi-
mental platform. The natural length of the hydraulic chambers is
9mm, and the radial distance between chamber and central
channel is 3 mm. The camera is housed in parallel to the long
axis of the soft manipulator, with an axial distance of 7 mm.
Referring to the camera pixel size and focal length, the camera
intrinsic matrix is defined as

K ¼
1000 0 640
0 1000 480
0 0 1

2
4

3
5 (42)

The soft manipulator with the laser collimator is placed
20mm above a planar projection surface.

3.1.1. Controller I versus Controller II

The performance of Controller I and II is compared via a target
tracking task. As shown in Figure 5a, both two controllers
enabled accurate tracing of a goal point in the camera view.
Bottom Figure 5a shows the tracking errors of two controllers
in the u and v directions, respectively. Controller I converge
faster than Controller II with the same proportional gain due
to the smaller step size of Controller II, which can be increased
by using higher gain. Both controllers achieved equal convergent
speed along two directions. Figure 5b shows the tracking results
with the camera rotation angle with respect to the laser manipu-
lator intentionally perturbed by 20°. Controller II achieved a
straighter path than Controller I, while ensuring similar conver-
gence rate. This indicates that Controller II is more robust to the
uncertainties in camera parameters. In addition, Controller II
does not involve any frequent matrix inversion. Therefore,
Controller II will be utilized in our following simulations and
experiments.

3.1.2. With versus Without Observer

Figure 5c shows the simulation results on following a spiral path
with and without using the robot state observer, respectively.
This result demonstrates that the state observer can compensate
for the Gaussian noise and model uncertainty, by taking the

Figure 4. Control diagram of the proposed laser spot visual servoing. The inverse transition mapping is estimated with constant curvature and epipolar
geometry model. The robot states, namely lengths of chambers, are observed through Kalman filter fusing the actuation command with the image
feedback.
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measured laser spot position into account. This would be espe-
cially advantageous in the hydraulic actuation system, as the
desired change of chamber lengths may be not fully completed
due to the possible air bubbles existing in the hydraulic tubes.

3.1.3. Parametric Analysis in Simulation

To implement the proposed visual servoing controller, the cam-
era intrinsic and extrinsic parameters as well as the robot geom-
etry parameters need to be initialized. Obtaining the exact value
of those parameters is challenging, and as such, the controller
should be robust against error that arises from them. To this
end, we conducted a simulation study on the robustness of
our controller by introducing additional noise to the modeling
parameters. The simulated control task is to follow a circle
(center: (400 400), radius: 50 pixels) in the camera view.
With exact robot and camera parameters, the controller achieved
a root-mean-square (RMS) tracking error of 0.08 pixel (�1.2 μm).
All simulations were conducted to ensure the same path follow-
ing speed, one cycle in 1000 steps.

Camera Intrinsic Parameters: It was found to have a limited
influence on the control accuracy. For example, we multiply
the second diagonal element of intrinsic matrix K by 2 and divide
the principle coordinate along u axis by 1.2. The controller main-
tains stable path following with a root-mean-square error (RMSE)
of 0.31 pixel (�4.5 μm).

Camera Extrinsic Parameters: By introducing 20%
error (�2 mm) to the translation parameters and rotating
the camera 30° about the x, y, and z axes, respectively, we
obtained corresponding RMSEs of 1.51, 0.22, and 0.31
pixels, i.e., around 21.9, 3.2, and 4.5 μm. It infers that the
proposed controller can be applied in endoscopic applications,
of which the assembly accuracy of camera is around 5° and
1 mm.[51]

Robot Geometry Parameters: The controller was found to be
robust to relatively large change of the robot structural parame-
ters. We added 20% error to the natural chamber length, as well
as the radial distance between robot central channel and
fluid chambers. The RMSE of following a circle is only about
0.37 pixels (�5.4 μm).

Figure 5. Performance of laser spot servoing in simulation. a) Simulation of target tracking using Controller I versus Controller II; b) simulation of target
tracking, while the camera rotation angle with respect to the laser manipulator is intentionally perturbed by 20°; c) simulation of a spiral path following.
Gaussian random noise is induced to the length estimates of chambers at each time step. Actual footprint of laser spot compared with the reference path
is plotted. The larger deviation of laser spot from reference path, the warmer color of its footprint.
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3.2. Experimental Platform

Experimental setup of our laser spot control test is illustrated in
Figure 6a. The laser steering module comprises three cylindrical
elastomeric chambers separated by 120°, which are inflated and
deflated by hydraulic cylinders.[34] The soft manipulator is 3D
printed with AgilusClear30 material. The volume of each cylin-
der is precisely controlled by a stepper motor. The
hydraulic transmission is achieved through 10m-long pipelines
(OD¼ 4mm). Upon pressurization of the elastomer, the corre-
sponding elastic chamber will elongate individually. Adjusting
the pressure of three chambers enables omni-directional bend-
ing (þ/– 26°) of the optical laser fiber housed in the center chan-
nel. The fiber end is assembled with a collimator (Figure 6b) to
produce a small laser spot projection at a longer distance com-
pared to a free-end fiber. The collimator (Huaxin Smart Link Ltd.,
China) selected is a gradient-index (GRIN) rod lens with param-
eters: 0.23 pitch, face angle¼ 8°, outer diameter¼ 1.0mm,
length¼ 3mm, and antireflection coating at 1550 nm. It is pack-
aged with the optical fiber ferrule using a glass tube. The distance
between the fiber end and lens’ front end is near zero. The size of
the laser spot on the target is about 1mm, which could be further
reduced by optimizing the lens parameters, e.g., pitch value and
length. The laser manipulator provides a scanning area of
20� 20mm2 at a projection distance of�20mm. The executable
space is ensured by imposing maximum limits on each motor.
This noncontact ablation reduces the chance of overheating sur-
rounding healthy tissues, which can be caused by touching and
sticking between the fiber end and tissue. An additional outer
shell is designed to protect the soft fluid chambers
(Figure 6c). As a result, the laser collimator steering will not
be disturbed by possible contact between manipulator and the
oral, nasopharyngeal (ONP) tissue. This strengthens the robust-
ness of robot control by isolating the laser manipulator from the
surrounding anatomy, therefore allowing laser ablation to be per-
formed with higher accuracy. Due to the high magnetic field
inside the MRI, choices of scope or camera is very limited, only
a fiberscope can be used, of which the images are in low defini-
tion. An optical-fiber-based camera (FIGH-30-850N, Myriad
Fiber Imaging Tech., Inc., USA) with 30 000 pixels is integrated
to offer visual feedback. The image is captured at a frame rate of

30 fps by the imaging fiber bundle (10-meter long), which is cou-
pled to a high-resolution RGB camera of 1280� 960 pixels.
Benefiting from the fully fluid-driven robot setting, an additional
irrigation channel with a small diameter as in many standard
endoscopes can be added in our future work. The control algo-
rithm was implemented in MATLAB (Intel Core i7-6700HQ
CPU@3.0 GHz with 16-GB RAM).

3.3. Point-To-Point Tracking

A point tracking experiment is conducted to validate the perfor-
mance of the proposed controllers. As discussed in Section 3.1.3,
the controller shows adaptivity/robustness to the camera and
robot parameters. Therefore, without thorough camera calibra-
tion, we just use the nominal values for camera intrinsic param-
eters. The homogeneous transformation between robot and
camera coordinate was initialized based on robot geometry
parameters. The rotational angle of camera view is estimated
from laser spot movement in camera image while inflating
one soft chamber. As shown in Figure 6d, the robot is controlled
to track four points one by one. Once the laser spot enters a
region within 3 pixels (�105 μm) of a target point, the desired
target will be switched to the next one. Similar to the simulation
result (Figure 5), both controllers achieve accurate tracking of the
four targets. However, the laser spot trajectory with Controller II
is straighter than Controller I, especially from targets 2 to 3,
which implies that Controller II has a more precise approxima-
tion of the inverse transition mapping.

3.4. Path Following

The performance of laser spot visual servoing using Controller II
is evaluated by a path following task (Video Episode S1,
Supporting Information). A desired path of the laser spot is
predefined in the 1280� 960 pixels camera frame. The robot
steers the laser spot to trace a reference target moving along
the path. The tracking error is measured as the shortest distance
in pixels between the current laser spot and the predefined
reference path.

The laser spot footprint and tracking errors in two successive
cycles are depicted in Figure 7a,b, respectively. In the first cycle,

Figure 6. Experimental setup. a) Laser steering module integrated with a fiber optics camera that ensures the MR compatibility; b) laser fiber integrated
with GRIN collimator; c) bottom view of the soft manipulator; d) performances on tracking multiple target points using Controller I compared with using
Controller II. The robot is controlled to aim the laser spot at four target points one by one (targets 1–4).
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the RMS tracking error is 2.37 pixels (�83 μm), and the
maximum tracking error is 7.47 pixels (�261.5 μm). This track-
ing performance is maintained in the second cycle, during which
the RMSE and maximum error are 1.82 pixels (�63.7 μm) and
5.92 pixels (�207.2 μm), respectively. The projection distance
is about 20mm (Figure 7c), corresponding to a projected
“Mickey Mouse” pattern of about 10.5 mm (300 pixels) wide
on the target surface. Figure 7d shows the laser spot image super-
imposed with its footprint throughout the tracking trajectory.
Thus, the mean control accuracy of laser spot projection can
be estimated as <105 μm (3 pixels). This indicates that the con-
troller can achieve precise approximation of the nonlinear
response of the system. Such precise tracking is typically chal-
lenging for soft robots due to the need for sudden volume
changes of the robot’s soft actuation chambers, coupled with
the compliance of the robot body. This is even more challenging
for our MR-safe setup, which requires the use of 10m-long water
pipelines for hydraulic transmission.

The maximum path following speed is tested as about 58 pix-
els s�1 (�2mm s�1), corresponding to an RMSE of 6.13 pixels
(�214.6 μm). The tested soft actuator features a bandwidth of
about 1Hz.[34] In our application, we intend to ensure a precise
surgical margin with slow energy delivery using a low-power
laser in coordination with the low-speed laser steering. MR imag-
ing can be utilized for monitoring the heat diffusion process
within the ablation margin.

3.4.1. Repeatability

Figure 8a shows the repeatability of Controller II when perform-
ing path following. The controller was set to track a “Mickey
Mouse” path with 70 loops. The RMS tracking error remains
small within 4 pixels (�140 μm), while the maximum error main-
tains about 10 pixels (�350 μm). It demonstrates that the laser
manipulation system along with the proposed visual servo con-
troller is stable and reliable.

3.4.2. Open-Loop versus Closed-Loop

To validate the robustness of closed-loop controller, we inten-
tionally punctured one water pipe connected to a soft chamber,
inducing water leakage during the robot operation. Figure 8b
shows the tracking results using open-loop control compared
with closed-loop control. The laser spot cannot follow the desired
path with open-loop actuation. However, the closed-loop control-
ler can compensate the actuation disturbance, thus ensuring
accurate path following.

3.4.3. With versus Without State Observer

To validate the effect of state observer, we also conducted path
following tests while intentionally introducing water leakage
by puncturing one water pipes to a soft chamber. Figure 8c,d
shows the tracking results using state observer compared with
omitting state observer. It demonstrates that the state observer
reduced the RMS tracking error from 4.26 pixels (�149.1 μm)
to 2.96 pixels (�103.6 μm).

3.5. Hand-Drawing Following

The performance of visual servoing Controller II is validated via a
hand-drawing following task. The positions of mouse cursor in
camera view are detected as the desired target of laser spot. The
drawing speed is estimated to be about 10 pixels s�1. The laser
spot is controlled to instantly follow the mouse cursor manipu-
lated by operator. As shown in Figure 9 and Video Episode S2,
Supporting Information, the laser spot can accurately follow the
mouse cursor, with a RMS tracking error of 3.97 pixels
(�180.5 μm) and maximum error of 12.26 pixels (�557.3 μm).

3.6. Path Following on 3D Surfaces

The path following experiment is also evaluated on 3D surfaces
(Video Episode S3, Supporting Information). All experimental

Figure 7. Performance of laser spot tracking on a predefined “Mickey Mouse” path. a) Laser spot following the reference path within the camera view in
two cycles; b) tracking errors throughout the 90-second journey; c) experiment setup; d) footprint of the laser spot under the proposed servoing.
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settings including the controller are as same as in Section 3.4,
except the projection surface is changed to the alveolar process
and the condylar process on a mandible model. A 2D (“four-leaf”)
reference path is prescribed on the 2D camera view (Figure 10).

When the laser spot is projected on the alveolar process, its
footprint in two successive cycles is depicted in Figure 10. In

the first cycle, the RMS tracking error is 1.98 pixels
(�69.3 μm), and the maximum tracking error is 5.76 pixels
(�201.6 μm). This tracking performance is maintained and even
improved in the second cycle, during which the RMSE and
maximum error are 1.11 pixels (�38.9 μm) and 4.05 pixels
(�141.8 μm), respectively. Although there is a height difference

Figure 8. Performance of laser spot tracking on “Mickey Mouse” path. a) Repeatability of the control performances in following the “Mickey Mouse” path
as in Figure 7 (70 cycles in total); b) performance on path following with open-loop control and closed-loop control. We intentionally caused water leakage
by punctured one water pipes to a soft chamber, thereby actuation disturbance. The closed-loop controller could still compensate it and maintain precise
path following. c) Performance on path following with versus without state observer. The corresponding tracking errors are shown in d).

Figure 9. User-defined path “drawn” by a mouse cursor. Both the laser
spot footprint and the drawn path are superimposed in the camera view,
so as to evaluate the tracking errors (RMSE and Max.).

Figure 10. “Four-leaf” reference pattern prescribed on the 2D camera
view. Two cycles of path following were conducted by visually servoing
the laser spot reflection from a 3D surface of phantom anatomy – alveolar
process.
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of�4mm on the projection surface (Figure 11a), the path follow-
ing accuracy remains stable when suffering such challenges.
When projected on another location, the condylar process
(Figure 11b), the laser spot encounters a larger lens-to-tissue dis-
tance (20 to 29mm) variation, where the tracking error maintains
small (1st cycle: 2.20� 1.28 pixels, 2nd cycle: 1.63� 1.03 pixels).
This indicates that the controller can adapt to significant varian-
ces of the projection distance, achieving accurate laser spot visual
servoing even on 3D surfaces. As far as the laser spot can be
reflected and visualized in the 2D images, the presented visual
servoing controller can perform well in tracking the spot along
any (2D or 3D) surfaces.”

3.7. Ex vivo Laser Ablation Test

The laser steering system, including the visual servoing
Controller II, is validated by a laser ablation test on ex vivo swine
stomach tissue (Figure 12a and Video Episode S4, Supporting
Information). All ex vivo tissues used in this paper were
purchased from the local butcher shop. The tissue was taken
out of the refrigerator and naturally defrosted at room tempera-
ture of 20 °C for two hours before the test. A 1550 nm laser
source (STL1550T2-10W, Stone Laser Ltd., China) is selected
in ex vivo ablation test because of its high absorption rate on
water. The laser source power is 3W in continuous-wave mode.

Figure 11. Tracking errors and setups of experiments on a) alveolar process and b) condylar process. Even with much different change of visual depth as
indicated (�4 and �9mm). Both the tracking RMSE could be maintained below 2.20 pixels (�77 μm).

Figure 12. Ex vivo laser ablation test. a) Laser ablation test on ex vivo swine stomach tissue. The corresponding endoscopic view is shown with the laser
spot and its footprint. b) Laser ablation test on ex vivo pig tongue tissue.
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A pilot green laser (532 nm) is also coupled to provide visual feed-
back. To imitate the clinical conditions of a transoral laser sur-
gery, the laser steering module is fixed toward the tissue surface
with a tilted angle of about 30°. As seen in the endoscopic camera
view, the laser spot can accurately follow the desired trajectory
even though the projection distance and incline angle of the
robot are totally unknown. A “Mickey Mouse” ablation boundary
can also be observed on the tissue surface. The distortion of the
ablated trajectory is caused by the tissue shrinkage during
ablation and the irregular surface geometry of tissue.

Another ablation test is conducted with ex vivo swine tongue
tissue, which contains less fluid and has higher stiffness.
The laser source power is increased to 4W. As shown in
Figure 12b and Video Episode S5, Supporting Information,
the swine tongue tissue showed less shrinkage upon ablation
than swine stomach tissue (Figure 12a). A “Mickey Mouse”
ablated path (14� 12mm) can be observed on the tissue surface,
as well as the camera view. The RMS tacking error during the
ablation is about 5.75 pixels (�201.3 μm). In current practice
of treating oropharyngeal tumors, patients have to be under gen-
eral anesthesia with muscle paralysis. Physiological motion-
induced tissue deformation is very minimal since no swallowing
can occur, thus not affecting the control performance. The smog
induced by laser ablation was not so severe to block the view of
watching the surgical site. We only use the point position of the
2D laser spot as feedback, which can still be continuously distin-
guished from its background due to its high intensity and

monochrome. As a result, the proposed controller can be robust
to poor image quality.

3.8. MRI-Based Laser Ablation Test

The soft robotic laser steering system is comprised entirely of
nonmetallic components, which ensures MR safety according
to ASTM F2503 standard. We conducted a laser ablation experi-
ment in theMR environment with ex vivo swine tissue. The robot
was controlled teleoperatively via a 10m hydraulic tubing passing
through the waveguide of the control room. A “Mickey Mouse”
pattern was inputted as the laser spot trajectory. The ex vivo tis-
sue was ablated with a 4W 1550 nm laser, repeated for 3 loops
(Figure 13 and Video Episode S6, Supporting Information). To
incrementally monitor the laser ablation effect, 3D T1-gradient
echo (GRE) acquisition was continuously performed with 18 s
temporal resolution. After the laser ablation with three repeated
loops, we can observe a shadowed “Mickey Mouse” shape on MR
image. The trajectory is deformed due to the tissue shrinkage
under ablation. As each acquisition of the MR image takes about
18 s, tissue shrinkage happens due to the cooling effect of MRI
room temperature.

4. Conclusion and Future Work

This paper has presented a visual servo controller for soft robotic
laser steering system. Epipolar geometry is first constructed to

Figure 13. MRI-based laser ablation test. a) Experimental setup of the soft laser manipulator in a 1.5T MRI scanner; b) image captured by an
MR-conditional camera; c) MR image (T1-GRE) of ex vivo swine tissue after ablation with 3 repeated loops showing a “Mickey Mouse”-like pattern;
d) ablated swine tissue model reconstructed from 6 slices of MR images.
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relate the camera frame with soft robot kinematics, thus model-
ing the inverse transition mapping. Based on this inverse map-
ping, a feedback controller is established, without having to
incorporate prior knowledge of the tissue surface geometry. A
state observer is also designed to provide dynamic estimation
of robot configurations, enabling accurate computation of the
inverse transition mapping. The closed-loop controller demon-
strated robustness to actuation disturbances compared to the
open-loop control. It brings new opportunities to precise laser
projection using soft manipulator, which could be equipped
on endoscope tip for endoscopic laser surgery. Moreover, the
MRI-compatibility of soft laser manipulator enables further
application in MRI-guided laser treatment, which could enhance
the intra-op monitoring of laser ablation outcome.

Due to the limited larynx workspace, precise laser spot projec-
tion requires delicate volume adjustment of the small and soft
fluid chambers, which are inflated and deflated through 10m
long water pipes. These introduce demands for a controller with
high accuracy and stability. Our work has demonstrated accurate
path following using a hydraulic-driven soft laser manipulator.
The RMS tracking errors on path following is less than 4 pixels
in the camera view, corresponding to a physical error of laser spot
projection within 140 μm. This is maintained even throughout 70
repeated cycles, with the maximum tracking error smaller than
11.32 pixels (�396.2 μm). The ex vivo laser ablation test has shown
that the laser projection setup combined with the visual servo con-
troller enables precise laser ablation pattern, despite on uneven
tissue surfaces. The feasibility of MRI-guided laser surgery has
also been validated through the laser ablation test under MRI.

In future work, we will investigate the influence of MRI
sequence parameters on imaging of tissue being ablated. Real-
time tracking under MRI[56] will be incorporated to enable regis-
tration between MRI images and robotic navigation. We aim to
incorporate the fast streaming of MRI scanning data, thus inter-
facing with various types of MR imaging feedback (e.g., MR ther-
mometry) in real time. It would give additional information for
monitoring the heat diffusion process, thus further enhancing
the ablation safety. Visual servo based on MR-thermometry will
also be of our interest. Proper surgical laser sources, e.g., pulsed
laser, will be investigated to achieve tissue cutting or ablation in
cooperation with the laser beam manipulation. We also intend to
improve the laser spot control performance by decoupling the
velocity profile and path following.[57]

Appendix

The Jacobian matrix J1 can be derived by differentiating
Equation (8) relative to the robot configurations, ½r θ ϕ �

J1 ¼ ∂pe
∂r

∂pe
∂θ

∂pe
∂ϕ

h i
(A1)

where each term is calculated as

∂pe
∂r

¼ tan θ
2 ⋅ sin θ ⋅ cosϕ tan θ

2 ⋅ sin θ ⋅ sinϕ tan θ
2 ⋅ cos θ

� �
T
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T
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Similarly, the Jacobian matrix J2 can be obtained as

J2 ¼ tan
θ

2
r

2cos2ðθ=2Þ 0
� �

(A5)

The velocity of configuration parameters, ½r: θ
:

ϕ
: �, can be

related to the variation velocity of chamber lengths,
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where c1 ¼
P3

i¼1 L
2
i � L1 ⋅ L2 � L2 ⋅ L3 � L1 ⋅ L3.
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where, c2 ¼
3ðL2 � L3Þ2

3ðL2 � L3Þ2 þ
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3

p ðL3 þ L2 � 2L1Þ
.
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